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Part I. First steps in p-adic Hodge theory

1. Motivation

1.1. Tate modules. Let E be an elliptic curve over a number field F , and fix an algebraic
closure F/F and a prime number p. A fundamental arithmetic invariant of E is the Z-rank of
its finitely generated Mordell-Weil group E(F ) of rational points over F . This is conjecturally
encoded in (and most fruitfully studied via) the p-adic representation of GF := Gal(F/F )
associated to E. Let us review where this representation comes from, as well as some of its
interesting properties.

For each n > 1 we can choose an isomorphism of abelian groups

ιE,n : E(F )[pn] ≃ (Z/pnZ)2

in which GF acts on the left side through the finite Galois group quotient Gal(F (E[pn])/F )
associated to the field generated by coordinates of pn-torsion points of E. By means of ιE,n we
get a representation of this finite Galois group (and hence ofGF ) in GL2(Z/p

nZ). As n grows,
the open kernel of this representation shrinks in GF . It is best to package this collection of
representations into a single object: we can choose the ιE,n’s to be compatible with respect
to reduction modulo p-powers on the target and the multiplication map E[pn+1]→ E[pn] by
p on the source to get an isomorphism of Zp-modules

Tp(E) := lim←−E(F )[pn] ≃ Z2
p

on which GF acts through a continuous representation

ρ : GF → GL2(Zp);

passing to the quotient modulo pn recovers the representations on torsion points as considered
above.

For any prime ℘ of F we choose an embedding of algebraic closures F →֒ F℘ (i.e., we
lift the ℘-adic place of F to one of F ) to get a decomposition subgroup GF℘ ⊆ GF , so we
may restrict ρ to this subgroup to get a continuous representation ρ℘ : GF℘ → GL2(Zp)
that encodes local information about E at ℘. More specifically, if I℘ ⊆ GF℘ denotes the
inertia subgroup and we identify the quotient GF℘/I℘ with the Galois group Gk(℘) of the
finite residue field k(℘) at ℘ then we say that ρ℘ (or ρ) is unramified at ℘ if it is trivial on I℘,
in which case it factors through a continuous representation Gk(℘) → GL2(Zp). In such cases
it is natural to ask about the image of the (arithmetic) Frobenius element Frob℘ ∈ Gk(℘)

that acts on k(℘) by x 7→ xq℘ , where q℘ := #k(℘).

Theorem 1.1.1. If ℘ ∤ p then E has good reduction at ℘ (with associated reduction over k(℘)
denoted as E) if and only if ρ℘ is unramified at ℘. In such cases, ρ℘(Frob℘) acts on Tp(E)
with characteristic polynomial X2− aE,℘X + q℘, where aE,℘ = q℘ + 1−#E(k(℘)) ∈ Z ⊆ Zp.

Remark 1.1.2. Observe that aE,℘ is a rational integer that is independent of the choice of
p (away from ℘). By Hasse’s theorem, |aE,℘| 6 2

√
q℘. If we had only worked with the

representation ρ mod pn on pn-torsion points rather than with the representation ρ that
encodes all p-power torsion levels at once then we would only obtain aE,℘ mod pn rather
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than aE,℘ ∈ Z. By the Hasse bound, this sufficies to recover aE,℘ when q℘ is “small” relative
to pn (i.e., 4

√
q℘ < pn).

It was conjectured by Birch and Swinnerton-Dyer that rankZ(E(F )) is encoded in the
behavior at s = 1 of the Euler product

Lgood(s, E/F ) =
∏

good℘

(1− aE,℘q−s℘ + q1−2s
℘ )−1;

this product is only known to make sense for Re(s) > 3/2 in general, but it has been
meromorphically continued to the entire complex plane in many special cases (by work of
Taylor-Wiles and its generalizations). For each p, theGF -representation on Tp(E) encodes all
Euler factors at primes ℘ of good reduction away from p by Theorem 1.1.1. For this reason,
the theory of p-adic representations of Galois groups turns out to be a very convenient
framework for studying the arithmetic of L-functions.

Question 1.1.3. Since the notion of good reduction makes sense at ℘ without any reference
to p, it is natural to ask if there is an analogue of Theorem 1.1.1 when ℘|p.

This question was first answered by Grothendieck using p-divisible groups, and his answer
can be put in a more useful form by means of some deep results in p-adic Hodge theory: the
property of being unramified at ℘ (for ℘ ∤ p) winds up being replaced with the property of
being a crystalline representation at ℘ (when ℘|p). This latter notion will be defined much
later, but for now we wish to indicate why unramifiedness cannot be the right criterion when
℘|p. The point is that the determinant character det ρ℘ : GF℘ → Z×

p is infinitely ramified
when ℘|p. In fact, this character is equal to the p-adic cyclotomic character of F℘, a character
that will be ubiquitous in all that follows. We therefore now recall its definition in general
(and by Example 1.1.5 below this character is infinitely ramified on GF℘).

Let F be a field with a fixed separable closure Fs/F and let p be a prime distinct from
char(F ). Let µpn = µpn(Fs) denote the group of pnth roots of unity in F×

s , and let µp∞

denote the rising union of these subgroups. The action of GF on µp∞ is given by g(ζ) = ζχ(g)

for a unique χ(g) ∈ Z×
p : for ζ ∈ µpn the exponent χ(g) only matters modulo pn, and

χ(g) mod pn ∈ (Z/pnZ)× describes the action of g on the finite cyclic group µpn of order pn.
Thus, χ mod pn has open kernel (corresponding to the finite extension F (µpn)/F ) and χ is
continuous. We call χ the p-adic cyclotomic character of F .

Remark 1.1.4. Strictly speaking we should denote the character χ as χF,p, but it is permissible
to just write χ because p is always understood from context and if F ′/F is an extension
(equipped with a compatible embedding Fs → F ′

s of separable closures) then χF,p|GF ′
= χF ′,p.

Example 1.1.5. Let F be the fraction field of a complete discrete valuation ring R with
characteristic 0 and residue characteristic p. Hence, Zp ⊆ R, so we may view Qp ⊆ F . In
this case F (µp∞)/F is infinitely ramified, or in other words χ : GF → Z×

p has infinite image
on the inertia subgroup IF ⊆ GF . Indeed, since e := ordF (p) is finite F (µpn) has ramification
degree en over F satisfying en · e > ordQp(µpn )(p) = pn−1(p− 1), so en →∞.
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1.2. Galois lattices and Galois deformations. Moving away from elliptic curves, we now
consider a wider class of examples of p-adic representations arising from algebraic geometry,
and we shall formulate a variant on Question 1.1.3 in this setting.

Let X be an algebraic scheme over a field F ; the case of smooth projective X is already
very interesting. For a prime p 6= char(F ), the étale cohomology groups Hi

ét(XFs,Zp) are
finitely generated Zp-modules that admit a natural action by GF = Gal(Fs/F ) (via pullback-
functoriality of cohomology and the naturalGF -action onXFs = X⊗FFs), and these modules
need not be torsion-free. Hence, the GF -action on them is not described via matrices in
general, but satisfies a continuity condition in the sense of the following definition.

Definition 1.2.1. Let Γ be a profinite group. A continuous representation of Γ on a finitely
generated Zp-module Λ is a Zp[Γ]-module structure on Λ such that the action map Γ×Λ→ Λ
is continuous (or, equivalently, such that the Γ-action on the finite set Λ/pnΛ has open kernel
for all n > 1). These form a category denoted RepZp

(Γ), and RepFp
(Γ) is defined similarly.

Example 1.2.2. If a Zp[Γ]-module Λ is finite free as a Zp-module then Λ ∈ RepZp
(Γ) if and

only if the matrix representation Γ → GLn(Zp) defined by a choice of Zp-basis of Λ is a
continuous map.

Example 1.2.3. Let F be a number field and consider the action by GF on Hi
ét(XFs,Zp) for a

smooth proper scheme X over F . This turns out to always be a finitely generated Zp-module
whose GF -action is continuous, but it is generally not a free Zp-module. It is unramified
at all “good reduction” primes ℘ ∤ p of F (i.e., I℘ ⊆ GF acts trivially) due to general base
change theorems for étale cohomology. However, if X has good reduction (appropriately
defined) at a prime ℘|p then this p-adic representation is rarely unramified at ℘. We would
like a nice property satisfied by this p-adic representation at primes ℘|p of good reduction for
X, replacing unramifiedness. Such a replacement will be provided by p-adic Hodge theory.

Example 1.2.4. A finite Γ-module is a finite abelian group M equipped with a continuous
(left) Γ-action relative to the discrete topology. (That is, each m ∈M has an open stabilizer,
so M is just a Γ/U-module for some open normal subgroup U ⊆ Γ.) In case M is a p-group,
this is just an object in RepZp

(Γ) with finite Zp-length. A basic example of interest is

E[pn](Fs) for an elliptic curve E over a field F with p 6= char(F ) and Γ = Gal(Fs/F ).
A finite Γ-set is a finite set Σ equipped with a continuous (left) Γ-action relative to the

discrete topology. This is just a finite set with an action by Γ/U for an open normal subgroup
U ⊆ Γ. A basic example of interest is X(Fs) for a finite F -scheme X, with Γ = Gal(Fs/F ).
The main reason for interest in finite Γ-sets is given in Lemma 7.1.10.

Galois representations as in Example 1.2.3 are the source of many interesting representa-
tions, such as those associated to modular forms, and Wiles developed techniques to prove
that various continuous representations ρ : GF → GLn(Zp) not initially related to modular
forms in fact arise from them in a specific manner. His technique rests on deforming ρ; the
simplest instance of a deformation is a continuous representation

ρ̃ : GF → GLn(Zp[[x]])

that recovers ρ at x = 0 and is unramified at all but finitely many primes of F . A crucial part
of Wiles’ method is to understand deformations of ρ|GF℘

when ℘|p, and some of the most
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important recent improvements on Wiles’ method (e.g., in work of Kisin [30], [31]) focus
on precisely such ℘. For these purposes it is essential to work with Galois representations
having coefficients in Zp or Fp as a prelude to considerations with Qp-coefficients. Much of
p-adic Hodge theory focuses on the case of Qp-coefficients, and so we are led to make the
following definition.

Definition 1.2.5. A p-adic representation of a profinite group Γ is a representation ρ : Γ→
AutQp(V ) of Γ on a finite-dimensional Qp-vector space V such that ρ is continuous (viewing
AutQp(V ) as GLn(Qp) upon choosing a basis of V , the choice of which does not matter).
The category of such representations is denoted RepQp

(Γ).

One source of objects in RepQp
(Γ) is scalar extension to Qp of objects in RepZp

(Γ) (see
Exercise 1.4.3). This is essentially the universal example, due to the next lemma.

Lemma 1.2.6. For V ∈ RepQp
(Γ), there exists a Γ-stable Zp-lattice Λ ⊆ V (i.e., Λ is a

finite free Zp-submodule of V and Qp ⊗Zp Λ ≃ V ).

Proof. Let ρ : Γ → AutQp(V ) be the continuous action map. Choose a Zp-lattice Λ0 ⊆ V .
Since V = Qp⊗ZpΛ0, we naturally have AutZp(Λ0) ⊆ AutQp(V ) and this is an open subgroup.
Hence, the preimage Γ0 = ρ−1(AutZp(Λ)) of this subgroup in Γ is open in Γ. Such an open
subgroup has finite index since Γ is compact, so Γ/Γ0 has a finite set of coset representatives
{γi}. Thus, the finite sum Λ =

∑
i ρ(γi)Λ0 is a Zp-lattice in V , and it is Γ-stable since Λ0 is

Γ0-stable and Γ =
∐
γiΓ0. �

1.3. Aims of p-adic Hodge theory. In the study of p-adic representations of GF =
Gal(F/F ) for F of finite degree over Qp, it is very convenient in many proofs if we can
pass to the case of an algebraically closed residue field. In practice this amounts to replacing

F with the completion F̂ un of its maximal unramified extension inside of F (and replacing
GF with its inertia subgroup IF ; see Exercise 1.4.4(1) below). Hence, it is convenient to
permit the residue field k to be either finite or algebraically closed, and so allowing perfect
residue fields provides a good degree of generality.

Definition 1.3.1. A p-adic field is a field K of characteristic 0 that is complete with respect
to a fixed discrete valuation that has a perfect residue field k of characteristic p > 0.

Most good properties of p-adic representations of GK for a p-adic field K will turn out

to be detected on the inertia group IK , so replacing K with K̂un is a ubiquitious device in
the theory (since IK := GKun = GdKun via Exercise 1.4.4(2); note that Kun is not complete if

k 6= k). The goal of p-adic Hodge theory is to identify and study various “good” classes of
p-adic representations of GK for p-adic fields K, especially motivated by properties of p-adic
representations arising from algebraic geometry over p-adic fields.

The form that this study often takes in practice is the construction of a dictionary that
relates good categories of p-adic representations of GK to various categories of semilinear
algebraic objects “over K”. By working in terms of semilinear algebra it is often easier
to deform, compute, construct families, etc., than is possible by working solely with Galois
representations. There are two toy examples of this philosophy that are instructive before we
take up the development of the general theory (largely due to Fontaine and his coworkers),
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and we now explain both of these toy examples (which are in fact substantial theories in
their own right).

Example 1.3.2. The theory of Hodge–Tate representations was inspired by Tate’s study of
Tp(A) for abelian varieties A with good reduction over p-adic fields, and especially by Tate’s
question as to how the p-adic representation Hn

ét(XK ,Qp) := Qp⊗Zp Hn
ét(XK ,Zp) arising from

a smooth proper K-scheme X is related to the Hodge cohomology ⊕p+q=nHp(X,Ωq
X/K). This

question concerns finding a p-adic analogue of the classical Hodge decomposition

C⊗Q Hn
top(Z(C),Q) ≃

⊕

p+q=n

Hp(Z,Ωq
Z)

for smooth proper C-schemes Z.
In §2 we will define the notion of a Hodge–Tate representation of GK , and the linear

algebra category over K that turns out to be related to Hodge–Tate representations of GK is
the category GrK,f of finite-dimensional graded K-vector spaces (i.e., finite-dimensional K-
vector spaces V equipped with a direct sum decomposition V = ⊕qVq, and maps T : V ′ → V
that are K-linear and satisfy T (V ′

q ) ⊆ Vq for all q).

Example 1.3.3. A more subtle class of representations arises from the Fontaine–Wintenberger
theory of norm fields, and gives rise to the notion of an étale ϕ-module that will arise
repeatedly (in various guises) throughout p-adic Hodge theory. The basic setup goes as
follows. Fix a p-adic field K and let K∞/K be an infinitely ramified algebraic extension
such that the Galois closure K ′

∞/K has Galois group Gal(K ′
∞/K) that is a p-adic Lie group.

The simplest such example is K∞ = K ′
∞ = K(µp∞), in which case K∞/K is infinitely

ramified by Example 1.1.5 and the infinite subgroup Gal(K∞/K) ⊆ Z×
p that is the image of

the continuous p-adic cyclotomic character χ : GK → Z×
p is closed and hence open. (Indeed,

the p-adic logarithm identifies 1 + pZp with pZp for odd p and identifies 1 + 4Z2 with 4Z2

for p = 2, and every nontrivial closed subgroup of Zp is open.) Another interesting example
that arose in work of Breuil and Kisin is the non-Galois extension K∞ = K(π1/p∞) generated
by compatible p-power roots of a fixed uniformizer π of K, in which case Gal(K ′

∞/K) is an
open subgroup of Z×

p ⋉ Zp.
For any K∞/K as above, a theorem of Sen ensures that the closed ramification subgroups

of Gal(K ′
∞/K) in the upper numbering are of finite index, so in particular K∞ with its

natural absolute value has residue field k′ that is a finite extension of k. The Fontaine–
Wintenberger theory of norm fields ([24], [51]) provides a remarkable functorial equivalence
between the category of separable algebraic extensions of K∞ and the category of separable
algebraic extensions of an associated local field E of equicharacteristic p (the “field of norms”
associated toK∞/K). The residue field ofE is naturally identified with k′, so non-canonically
we have E ≃ k′((u)).

The theory of norm fields will be discussed in §13 in a self-contained manner for the special
case when K∞ = K(µp∞). Logically the norm field formalism precedes p-adic Hodge theory,
but it is sufficiently intricate in its constructions that without some knowledge of how p-adic
Hodge theory works it is difficult to digest. Fortunately, the main kind of result which we
need from the theory of norm fields can be easily stated and used without knowing its proof:
upon choosing a separable closure of K∞, the theory of norm fields yields a separable closure
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for E and an associated canonical topological isomorphism of the associated absolute Galois
groups

(1.3.1) GK∞
≃ GE .

This is really amazing: the Galois group of an infinitely ramified field of characteristic 0 is
naturally isomorphic to the Galois group of a discretely-valued field of equicharacteristic p.
In §13.4 this will be proved when K∞ = K(µp∞); see Theorem 13.4.3. For the general case,
see [51].

Because E has equicharacteristic p, we will see in §3 that the category RepZp
(GE) is equiv-

alent to a category of semilinear algebra objects (over a certain coefficient ring depending on
E) called étale ϕ-modules. This equivalence will provide a concrete illustratration of many
elementary features of the general formalism of p-adic Hodge theory.

If K∞/K is Galois with Galois group Γ then GK-representations can be viewed as GK∞
-

representations equipped with an additional “Γ-descent structure” that encodes the descent
to a GK-representation. In this way, (1.3.1) identifies RepZp

(GK) with the category of
(ϕ,Γ)-modules that consists of étale ϕ-modules endowed with a suitable Γ-action encoding
the descent of an object in RepZp

(GE) = RepZp
(GK∞

) to an object in RepZp
(GK). The

category of (ϕ,Γ)-modules gives a remarkable and very useful alternative description of the
entire category RepZp

(GK) in terms of objects of semilinear algebra. It will be discussed in
§13.

1.4. Exercises.

Exercise 1.4.1. Let Γ be a profinite group and Λ an object in RepZp
(Γ). Define

G = AutZp(Λ), Gn = AutZp(Λ/p
nΛ),

so there are natural “reduction” maps G→ Gn and Gn → Gm whenever n > m.

(1) Show that if Λ = Zp⊕Z/pZ then the maps Gn → G1 and G→ G1 are not surjective.
(2) Prove that the natural map of groups G → lim←−Gn is an isomorphism. Use this to

give G a structure of profinite group. Show that a base of opens around the identity
consists of the ker(G → Gn)’s, and that the kernels ker(Gn → G1) are p-groups
(hint: show p-power torsion to avoid messy counting). Deduce that G contains an
open normal subgroup that is pro-p..

(3) Prove the equivalence of the two definitions given in Definition 1.2.1, and that these
are equivalent to the condition that the map Γ→ G = AutZp(Λ) is continuous.

(4) Prove that a continuous map from a pro-ℓ group to a pro-p group is trivial when
ℓ 6= p, and deduce by (3) that if Γ is pro-ℓ then an open subgroup of Γ must act
trivially on Λ; in particular, Γ has finite image in AutZp(Λ) in such cases.

Exercise 1.4.2. Let Λ be a finitely generated Zp-module equipped with a continuous repre-
sentation by GF = Gal(Fs/F ) for the fraction field F of a complete discrete valuation ring
A. Let P ⊆ I be the wild inertia group and inertia group respective. Let ρ : GF → AutZp(Λ)
be the associated homomorphism.

(1) Prove that ker ρ is closed in GF , and let F∞ be the corresponding fixed field; we call it
the splitting field of ρ. In case ρ is the Tate module representation of an elliptic curve
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E over F with char(F ) 6= p, prove that the splitting field of ρ is the field F (E[p∞)
generated by the coordinates of the p-power torsion points.

(2) Let ℓ be the residue characteristic of A. If ℓ 6= p, prove that the wild inertia group
P acts on Λ with an open kernel (so ρ(P ) is finite in such cases). Using Tate curves,
show by example that this is not necessarily true for the action of I.

(3) Let Fn be the (F -finite) splitting field of ker(ρ mod pnΛ). Prove that F∞ = ∪Fn and
show that ρ(I) is finite if and only if the ramification degree e(Fn/F ) is bounded
as n → ∞, in which case #ρ(I) = maxn e(Fn/F ). Deduce that ρ(I) is infinite if
and only if the valuation on F∞ is non-discrete; we then say ρ is infinitely ramified.
Formulate a related criterion for ρ(P ) and wild ramification.

(4) Suppose F is a number field. Using Exercise 1.4.1, prove that ρ|Pv is trivial for all but
finitely many places v of F , where Pv is the wild inertia subgroup of Iv. (Ramakrishna
constructed examples of ρ that are ramified at infinitely many v.)

Exercise 1.4.3. For Λ ∈ RepZp
(Γ), prove that the scalar extension Qp⊗Zp Λ lies in RepQp

(Γ).

Exercise 1.4.4. Let K be a p-adic field with residue field k.

(1) Explain why the valuation ring of K is naturally a local extension of Zp, and prove
that [K : Qp] is finite if and only if k is finite.

(2) Prove that every algebraic extension of K admits a unique valuation extending the
one on K, and that the maximal unramified extension Kun/K inside of K (i.e., the
compositum of all finite unramified subextensions over K) is not complete when k is
not algebraically closed.

(3) Prove that the completion K̂un is naturally a p-adic field with residue field k that
is an algebraic closure of k, and use Krasner’s Lemma to prove that IK := GKun

is naturally isomorphic to GdKun as profinite groups. More specifically, prove that

L L⊗Kun K̂un is an equivalence of categories from finite extensions of Kun to finite

extensions of K̂un, with L⊗Kun K̂un ≃ L̂.

2. Hodge–Tate representations

From now on, K will always denote a p-adic field (for a fixed prime p) in the sense of
Definition 1.3.1, and we fix a choice of algebraic closure K/K. The Galois group Gal(K/K)

is denoted GK , and we write CK to denote the completion K̂ of K endowed with its unique
absolute value extending the given absolute value | · | on K. Generally π will denote a
uniformizer of K.

Sometimes we will normalize the absolute value by the requirement that ordK := logp | · |
on K× (base p logarithm) satisfies ordK(p) = 1, and we also write | · | and ordK to denote the
unique continuous extensions to CK and C×

K respectively; we define ordK(0) = ∞. When
working with many valuations at once (as will happen in our later study of (ϕ,Γ)-modules
in §13) we may write v instead of ordK .

Historically, the first class of “good” p-adic representations of GK were those of Hodge–
Tate type; this class was discovered by Serre and Tate in their study of p-adic representations
arising from abelian varieties with good reduction over p-adic fields, and in this section we
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will examine this class of representations with the benefit of hindsight provided by subsequent
developments.

The most basic ingredient in the story is the p-adic cyclotomic character from §1.1, which
appears through its twisting action on everything in sight. Hence, before we begin it seems
best to make some remarks on this character. The p-adic Tate module lim←−µpn(K) of the
group GL1 over K is a free Zp-module of rank 1 and we shall denote it as Zp(1). This does
not have a canonical basis, and a choice of basis amounts to a choice of compatible system
(ζpn)n>1 of primitive p-power roots of unity (satisfying ζppn+1 = ζpn for all n > 1). The natural

action of GK on Zp(1) is given by the Z×
p -valued p-adic cyclotomic character χ = χK,p from

§1.1, and sometimes it will be convenient to fix a choice of basis of Zp(1) and to thereby
view Zp(1) as Zp endowed with a GK-action by χ.

For any r > 0 define Zp(r) = Zp(1)⊗r and Zp(−r) = Zp(r)
∨ (linear dual: M∨ =

HomZp(M,Zp) for any finite free Zp-module M) with the naturally associated GK-actions
(from functoriality of tensor powers and duality), so upon fixing a basis of Zp(1) we identify
Zp(r) with the Zp-module Zp endowed with the GK-action χr for all r ∈ Z. If M is an
arbitrary Zp[GK ]-module, we let M(r) = Zp(r)⊗Zp M with its natural GK-action, so upon
fixing a basis of Zp(1) this is simply M with the modified GK-action g.m = χ(g)rg(m) for
g ∈ GK and m ∈M . Elementary isomorphisms such as (M(r))(r′) ≃M(r+r′) (with evident
transitivity behavior) for r, r′ ∈ Z and (M(r))∨ ≃ M∨(−r) for r ∈ Z and M finite free over
Zp or over a p-adic field will be used without comment.

2.1. Basic properties of CK . The theory of Hodge–Tate representations will involve study-
ing the GK-action on CK ⊗Qp V for a p-adic representation V of GK (where g(c ⊗ v) =
g(c)⊗ g(v)). Thus, we now discuss two fundamental facts about CK , the first of which we
will use all the time, and the second of which will play an important role later in the theory
of norm fields in §13.3.

Proposition 2.1.1. The field CK is algebraically closed.

Proof. By scaling the variable suitably, it suffices to construct roots for monic non-constant
polynomials over OCK

. Write such a polynomial as

P = XN + a1X
N−1 + · · ·+ aN ∈ OCK

[X]

withN > 0. We can make a sequence of degree-N monic polynomials Pn ∈ OK [X] converging
to P termwise in coefficients. More specifically, for each n > 0 choose

Pn = XN + a1,nX
N−1 + · · ·+ aN,n ∈ OK [X]

with P − Pn ∈ pNnOCK
[X]. By monicity, each Pn splits over OK ; let αn ∈ OK be a root of

Pn.
Since Pn+1 − Pn ∈ pNnOCK

[X], we have Pn+1(αn) ∈ pNnOCK
for all n. Expanding Pn+1

as
∏N

i=0(X − ρi,n+1) with roots ρi,n+1 ∈ OK , the product of the N differences αn − ρi,n+1

is divisible by pNn, so for some root αn+1 of Pn+1 we must have that αn+1 − αn is divisible
by pn. In this way, proceeding by induction on n we have constructed a Cauchy sequence
{αn} in OK such that Pn(αn) = 0 for all n. Hence, if α ∈ OCK

is the limit of the αn’s then
P (α) = 0 by continuity (since Pn → P coefficient-wise). �
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Since GK = Gal(K/K) acts on K by isometries, this action uniquely extends to an action
on the field CK by isometries, and so identifies GK with the isometric automorphism group
of CK over K. It is then natural to ask if there is a kind of “completed” Galois theory: how

does CH
K compare with K

H
for a closed subgroup H ⊆ GK? Since GK acts by isometries,

CH
K is a closed subfield of CK , so it contains the closure of K

H
. Is it any bigger? For

example, taking H = GK , is CGK
K larger than K? By Galois theory we have CGK

K ∩K = K,
so another way to put the question is: are there transcendental invariants? The following
proposition shows that there are none:

Proposition 2.1.2. Let H be a closed subgroup of GK. Then CH
K is the completion L̂ of

L = K
H

for the valuation v. In particular, if H is an open subgroup of GK then CH
K is the

finite extension K
H

of K, and L̂ ∩K = L.

Proof. Choose x ∈ CH
K , so we want to show x is a limit of points in K

H
. To do this, we

approximation x by algebraic elements and then try to modify the approximating sequence
by using that assumed H-invariance of x. Pick a sequence {xn}n>0 in K with xn → x; more
specifically, arrange that v(x− xn) > n for all n. For g ∈ H we have

v(g(xn)− xn) = v(g(xn − x)− (xn − x)) > min(v(g(xn − x))), v(xn − x)) = v(xn − x) > n.

Since xn in K is close to its entire H-orbit (as made precise above), it is natural to
guess that this may be explained by x being essentially as close to an algebraic H-invariant

element. This is indeed true: by [2, Prop. 1], for each n there exists yn ∈ K
H

such that
v(xn − yn) > n − p/(p− 1)2. But xn → x, so we conclude that likewise yn → x. That is, x

is a limit of points in K
H

, as desired. �

2.2. Theorems of Tate–Sen and Faltings. Let X be a smooth proper scheme over a
p-adic field K. Tate discovered in special cases (abelian varieties with good reduction) that
although the p-adic representation spaces Hn

ét(XK ,Qp) for GK are mysterious, they become
much simpler after we apply the drastic operation

V  CK ⊗Qp V,

with the GK-action on CK ⊗Qp V defined by g(c⊗ v) = g(c)⊗ g(v) for c ∈ CK and v ∈ V .
Before we examine this operation in detail, we introduce the category in which its output
lives.

Definition 2.2.1. A CK-representation of GK is a finite-dimensional CK-vector space W
equipped with a continuous GK-action map GK ×W → W that is semilinear (i.e., g(cw) =
g(c)g(w) for all c ∈ CK and w ∈ W ). The category of such objects (using CK-linear
GK-equivariant morphisms) is denoted RepCK

(GK).

This is a p-adic analogue of the notion of a complex vector space endowed with a conjugate-
linear automorphism. In concrete terms, if we choose a CK-basis {w1, . . . , wn} of W then
we may uniquely write g(wj) =

∑
i aij(g)wi for all j, and µ : GK → Matn×n(CK) defined

by g 7→ (aij(g)) is a continuous map that satisfies µ(1) = id and µ(gh) = µ(g) · g(µ(h)) for
all g, h ∈ GK . In particular, µ takes its values in GLn(CK) (with g(µ(g−1)) as inverse to
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µ(g)) but beware that µ is not a homomorphism in general (due to the semilinearity of the
GK-action).

Example 2.2.2. If V ∈ RepQp
(GK) then W := CK ⊗Qp V is an object in RepCK

(GK). We
will be most interested in W that arise in this way, but it clarifies matters at the outset to
work with general W as above.

The category RepCK
(GK) is an abelian category with evident notions of tensor product,

direct sum, and exact sequence. If we are attentive to the semilinearity then we can also
define a reasonable notion of duality: for any W in RepCK

(GK), the dual W∨ is the usual
CK-linear dual on which GK acts according to the formula (g.ℓ)(w) = g(ℓ(g−1(w))) for all
w ∈ W , ℓ ∈ W∨, and g ∈ GK . This formula is rigged to ensure that g.ℓ : W → CK

is CK-linear (even though the action of g−1 on W is generally not CK-linear). Since GK

acts continuously on W and on CK , this action on W∨ is continuous. In concrete terms, if
we choose a basis {wi} of W and describe the GK-action on W via a continuous function
µ : GK → GLn(CK) as above Example 2.2.2 then W∨ endowed with the dual basis is
described by the function g 7→ g(µ(g−1)t) that is visibly continuous. Habitual constructions
from linear algebra such as the isomorphisms W ≃ W∨∨ and W∨ ⊗W ′∨ ≃ (W ⊗W ′)∨ as
well as the evaluation morphism W ⊗W∨ → CK are seen to be morphisms in RepCK

(GK).
The following deep result of Faltings answers a question of Tate.

Theorem 2.2.3 (Faltings). Let K be a p-adic field. For smooth proper K-schemes X, there
is a canonical isomorphism

(2.2.1) CK ⊗Qp Hn
ét(XK ,Qp) ≃

⊕

q

(CK(−q)⊗K Hn−q(X,Ωq
X/K))

in RepCK
(GK), where the GK-action on the right side is defined through the action on each

CK(−q) = CK ⊗Qp Qp(−q). In particular, non-canonically

CK ⊗Qp Hn
ét(XK ,Qp) ≃

⊕

q

CK(−q)hn−q,q

in RepCK
(GK), with hp,q = dimK Hp(X,Ωq

X/K).

This is a remarkable theorem for two reasons: it says that CK ⊗Qp Hn
ét(XK ,Qp) as a

CK-representation space of GK is a direct sum of extremely simple pieces (the CK(−q)’s
with suitable multiplicity), and we will see that this isomorphism enables us to recover the
K-vector spaces Hn−q(X,Ωq

X/K) from CK⊗Qp Hn
ét(XK ,Qp) by means of operations that make

sense on all objects in RepCK
(GK). This is a basic example of a comparison isomorphism

that relates one p-adic cohomology theory to another. (Faltings established a version of
his result without requiring X to be smooth or proper, but then the Hodge cohomology
terms must be replaced with something else.) It is extremely important to keep in mind
(as we shall soon see) that we cannot recover the p-adic representation space Hn

ét(XK ,Qp)
from the Hodge cohomologies Hn−q(X,Ωq

X/K) in (2.2.1). In general, CK ⊗Qp V loses a lot

of information about V . This fact is very fundamental in motivating many of the basic
constructions in p-adic Hodge theory, and it is best illustrated by the following example.
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Example 2.2.4. Let E be an elliptic curve over K with split multiplicative reduction, and
consider the representation space Vp(E) = Qp⊗Zp Tp(E) ∈ RepQp

(GK). The theory of Tate
curves provides an exact sequence

(2.2.2) 0→ Qp(1)→ Vp(E)→ Qp → 0

that is non-split in RepQp
(GK ′) for all finite extensions K ′/K inside of K.

If we apply K ⊗Qp (·) to (2.2.2) then we get an exact sequence

0→ K(1)→ K ⊗Qp Vp(E)→ K → 0

in the category RepK(GK) of semilinear representations of GK on K-vector spaces. We claim
that this sequence cannot be split in RepK(GK). Assume it is split. Since K is the directed
union of finite subextensions K ′/K, there would then exist such a K ′ over which the splitting
occurs. That is, applying K ′ ⊗Qp (·) to (2.2.2) would give an exact sequence admitting a
GK-equivariant K ′-linear splitting. Viewing this as a split sequence of K ′[GK ′]-modules, we
could apply a Qp-linear projection K ′ → Qp that restricts to the identity on Qp ⊆ K ′ so
as to recover (2.2.2) equipped with a Qp[GK ′]-linear splitting. But (2.2.2) has no splitting
in RepQp

(GK ′), so we have a contradiction. Hence, applying K ⊗Qp (·) to (2.2.2) gives a

non-split sequence in RepK(GK), as claimed.
This non-splitting over K makes it all the more remarkable that if we instead apply

CK ⊗Qp (·) to (2.2.2) then the resulting sequence in RepCK
(GK) does (uniquely) split! This

is a special case of the second part of the following fundamental result that pervades all that
follows. It rests on a deep study of the ramification theory of local fields.

Definition 2.2.5. Let Γ be a topological group, and M a topological G-module. The con-
tinuous cohomology group H1

cont(G,M) (often just denoted H1(G,M) by abuse of notation)
is defined using continuous 1-cochains.

Imposing the continuity condition on cycles really does affect the H1, and in many in-
teresting cases (such as with profinite G and discrete G-module M) the associated group
cohomology defined without continuity conditions is of no real interest. Exercise 2.5.2 illus-
trates this. The justification that H1

cont(G,M) is the right concept for the consideration of
exactness properties of G-invariants in topological settings is explained in Exercise 2.5.3.

Example 2.2.6. Let η : GK → Z×
p be a continuous character. We identify H1

cont(GK ,CK(η))
with the set of isomorphism classes of extensions

(2.2.3) 0→ CK(η)→W → CK → 0

in RepCK
(GK) as follows: using the matrix description

(
η ∗
0 1

)

of such a W , the homomorphism property for the GK-action on W says that the upper
right entry function is a 1-cocycle on GK with values in CK(η), and changing the choice of
CK-linear splitting changes this function by a 1-coboundary. The continuity of the 1-cocycle
says exactly that the GK-action on W is continuous. Changing the choice of CK-basis of
W that is compatible with the filtration in (2.2.3) changes the 1-cocycle by a 1-coboundary.
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In this way we get a well-defined continuous cohomology class, and the procedure can be
reversed (up to isomorphism of the extension structure (2.2.3) in RepCK

(GK)).

Theorem 2.2.7 (Tate–Sen). For any p-adic field K we have K = CGK
K (i.e., there are no

transcendental invariants) and CK(r)GK = 0 for r 6= 0 (i.e., if x ∈ CK and g(x) = χ(g)−rx
for all g ∈ GK and some r 6= 0 then x = 0). Also, H1

cont(GK ,CK(r)) = 0 if r 6= 0 and
H1

cont(GK ,CK) is 1-dimensional over K.
More generally, if η : GK → O

×
K is a continuous character such that η(GK) is a commu-

tative p-adic Lie group of dimension at most 1 (i.e., η(GK) is finite or contains Zp as an
open subgroup) and if CK(η) denotes CK with the twisted GK-action g.c = η(g)g(c) then
Hi

cont(GK ,CK(η)) = 0 for i = 0, 1 when η(IK) is infinite and these cohomologies are 1-
dimensional over K when η(IK) is finite (i.e., when the splitting field of η over K is finitely
ramified).

Theorem 2.2.7 is proved in §14 via a “Tate–Sen formalism”, as we record in Theorem
14.3.4. (There is no circular reasoning; §14 is entirely self-contained.) This result implies
that all exact sequences (2.2.3) are split when η(IK) is infinite. Moreover, in such cases the
splitting is unique. Indeed, any two splittings CK ⇉W in RepCK

(GK) differ by an element
of HomRepCK

(GK)(CK ,CK(η)), and by chasing the image of 1 ∈ CK this Hom-set is identified

with CK(η)GK . But by the Tate–Sen theorem this vanishes when η(IK) is infinite.
The real importance of Theorem 2.2.7 is revealed when we consider an arbitrary W ∈

RepCK
(GK) admitting an isomorphism as in Faltings’ Theorem 2.2.3:

(2.2.4) W ≃
⊕

q

CK(−q)hq .

Although such a direct sum decomposition is non-canonical in general (in the sense that
the individual lines CK(−q) appearing in the direct sum decomposition are generally not
uniquely determined within W when hq > 1), we shall see that for any such W there is a
canonical decomposition W ≃ ⊕q(CK(−q)⊗K W{q}) for a canonically associated K-vector
space W{q} with dimension hq.

Keep in mind that although the GK-action on any Qp(r) factors through Gab
K , the action

on CK(r) does not since the GK-action is not CK-linear but rather is CK-semilinear. In
particular, for nonzero W as in (2.2.4) the GK-action on W does not factor through Gab

K .

Example 2.2.8. In (2.2.4) we have WGK ≃ ⊕q(CK(−q)GK )hq ≃ Kh0 by the Tate–Sen theo-
rem, so h0 = dimKW

GK . A priori it is not clear that dimKW
GK should be finite for typical

W ∈ RepCK
(GK). Such finiteness holds in much greater generality, as we shall see, and

the W that arise as in (2.2.4) will be intrinsically characterized in terms of such finiteness
properties.

2.3. Hodge–Tate decomposition. The companion to Theorem 2.2.7 that gets p-adic
Hodge theory off the ground is a certain lemma of Serre and Tate that we now state. For
W ∈ RepCK

(GK) and q ∈ Z, consider the K-vector space

(2.3.1) W{q} := W (q)GK ≃ {w ∈W | g(w) = χ(g)−qw for all g ∈ GK},
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where the isomorphism rests on a choice of basis of Zp(1). In particular, this isomorphism is
not canonical when q 6= 0 and W{q} 6= 0, so W{q} is canonically a K-subspace of W (q) but
it is only non-canonically a K-subspace of W when q 6= 0 and W{q} 6= 0. More importantly,
W{q} is not a CK-subspace of W (q) when it is nonzero. In fact, W{q} contains no CK-lines,
for if x ∈ W{q} is nonzero and cx lies in W{q} for all c ∈ CK then g(c) = c for all c ∈ CK

and all g ∈ GK , which is absurd since K ⊆ CK .
We have a natural GK-equivariant K-linear multiplication map

K(−q)⊗K W{q} →֒ K(−q)⊗K W (q) ≃ W,

so extending scalars defines maps

CK(−q)⊗K W{q} → W

in RepCK
(GK) for all q ∈ Z.

Lemma 2.3.1 (Serre–Tate). For W ∈ RepCK
(GK), the natural CK-linear GK-equivariant

map

ξW :
⊕

q

(CK(−q)⊗K W{q})→ W

is injective. In particular, W{q} = 0 for all but finitely many q and dimKW{q} <∞ for all
q, with

∑
q dimKW{q} 6 dimCK

W ; equality holds here if and only if ξW is an isomorphism.

Proof. The idea is to consider a hypothetical nonzero element in ker ξW with “shortest length”
in terms of elementary tensors and to use that ker ξW is a CK-subspace yet each W{q}
contains no CK-lines. To carry out this strategy, consider a nonzero v = (vq)q ∈ ker ξW . We
choose such v with minimal length, where the length ℓ(x) for

x = (xq) ∈ ⊕q(CK(−q)⊗K W{q})
is defined as follows. For an element xq of CK ⊗K W{q} we define ℓ(xq) to be the least
integer nq > 0 such that xq is a sum of nq elementary tensors, and for a general x = (xq)
we define ℓ(x) =

∑
ℓ(xq) (which makes sense since ℓ(xq) = 0 for all but finitely many q).

Observe that C×
K-scaling preserves length.

It suffices to prove that ℓ(v) = 1. Indeed, this forces v = c ⊗ w for some c ∈ C×
K and

nonzero w ∈W{q0} (with some q0 ∈ Z), which is a contradiction since ξW (v) = cw 6= 0 inW .
To prove ℓ(v) = 1, first observe that there is some q0 such that vq0 is nonzero. By applying
a C×

K-scaling we can arrange that v0 has a minimal-length expression vq0 =
∑

j cj ⊗ yj with

cj ∈ C×
K , yj ∈W{q0} = W (q0)

GK , and some nonzero cj0 = Qp(q0).
Pick g ∈ GK , so g(v) ∈ ker ξW and hence g(v) − χ(g)−q0v ∈ ker ξW . For each q ∈ Z the

qth component of g(v) − χ(g)−q0v is g(vq) − χ(g)−q0vq. If
∑
cj,q ⊗ yj,q is a minimal-length

expression for vq then since

g(vq)− χ(g)−q0vq =
∑

(χ(g)−qg(cj,q)− χ(q)−q0cj,q)⊗ yj,q,
we see that ℓ(g(vq) − vq) 6 ℓ(vq). Hence, g(v) − χ(g)−q0v has length at most ℓ(v). But
g(vq0) − χ(g)−q0vq0 =

∑
j(χ(g)q0g(cj) − χ(g)−q0cj) ⊗ yj since g(yj) = χ(g)q0yj for all j (as

yj ∈ W{q0}), and this has strictly smaller length than vq0 because cj0 ∈ Qp(q0). Hence,
the point g(v)− χ(g)−q0v ∈ ker ξW has strictly smaller length than v, so it vanishes. Thus,
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χ(g)q0g(v) = v for all g ∈ GK . In other words, v ∈ Qp(−q0)⊗Qp W{q0}. But all elements of
this space are elementary tensors, so ℓ(v) = 1 (as v 6= 0). �

Remark 2.3.2. An alternative formulation of the Serre–Tate lemma can be given in terms of
the K-subspaces

W [q] := {w ∈W | g(w) = χ(g)−qw for all g ∈ GK} ⊆ W

instead of the K-subspaces W{q} ⊆ W (q) from (2.3.1) for all q ∈ Z. Since W [q] =
Qp(−q)⊗Qp W{q}, the Serre–Tate lemma says exactly that the W [q]’s are finite-dimensional
over K, vanish for all but finitely many q, and are mutually CK-linearly independent within
W in the sense that the natural map ⊕(CK ⊗K W [q])→W in RepCK

(GK) is injective.
In the special case W = CK ⊗Qp Hn(XK ,Qp) for a smooth proper scheme X over K,

Faltings’ Theorem 2.2.3 says that ξW is an isomorphism and W{q} (rather than W [q]!) is
canonically K-isomorphic to Hn−q(X,Ωq

X/K) for all q ∈ Z.

Example 2.3.3. Let W = CK(η) for a continuous character η : GK → Z×
p . By the Tate–

Sen theorem, W{q} = CK(ηχ−q)GK is 1-dimensional over K if ηχ−q|IK has finite order
(equivalently, if η = χqψ for a finitely ramified character ψ : GK → Z×

p ) and W{q} vanishes
otherwise. In particular, there is at most one q for which W{q} can be nonzero, since if
W{q},W{q′} 6= 0 with q 6= q′ then η = χqψ and η = χq

′

ψ′ with finitely ramified ψ, ψ′ :
GK ⇉ Z×

p , so χr|IK has finite image for r = q− q′ 6= 0, which is absurd (use Example 1.1.5).
An interesting special case of Example 2.3.3 is when K contains Qp(µp), so χ(GK) is

contained in the pro-p group 1 + pZp. Hence, η = χs makes sense for all s ∈ Zp, and for
W = CK(η) with such η the space W{q} vanishes for all q when s 6∈ Z whereas W{−s} is
1-dimensional over K if s ∈ Z. Thus for s ∈ Zp the map ξCK(χs) vanishes if s 6∈ Z and it
is an isomorphism if s ∈ Z. The case s 6∈ Z is of “non-algebraic” nature, and this property
situation is detected by the map ξCK(χs).

Definition 2.3.4. A representationW in RepCK
(GK) is Hodge–Tate if ξW is an isomorphism.

We say that V in RepQp
(GK) is Hodge–Tate if CK ⊗Qp V ∈ RepCK

(GK) is Hodge–Tate.

Example 2.3.5. If W is Hodge–Tate then by virtue of ξW being an isomorphism we have
a non-canonical isomorphism W ≃ ⊕CK(−q)hq in RepCK

(GK) with hq = dimKW{q}.
Conversely, consider an object W ∈ RepCK

(GK) admitting a finite direct sum decomposition

W ≃ ⊕CK(−q)hq in RepCK
(GK) with hq > 0 for all q and hq = 0 for all but finitely many

q. The Tate–Sen theorem gives that W{q} has dimension hq for all q, so
∑

q dimKW{q} =∑
q hq = dimCK

W and hence W is Hodge–Tate. In other words, the intrinsic property of
being Hodge–Tate is equivalent to the concrete property of being isomorphic to a finite direct
sum of various objects CK(ri) (with multiplicity permitted).

For any Hodge–Tate object W in RepCK
(GK) we define the Hodge–Tate weights of W

to be those q ∈ Z such that W{q} := (CK(q) ⊗CK
W )GK is nonzero, and then we call

hq := dimKW{q} > 1 the multiplicity of q as a Hodge–Tate weight of W . Beware that,
according to this definition, q ∈ Z is a Hodge–Tate weight of W precisely when there
is an injection CK(−q) →֒ W in RepCK

(GK), as opposed to when there is an injection
CK(q) →֒W in RepCK

(GK). For example, CK(q) has −q as its unique Hodge–Tate weight.
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Obviously (by Example 2.3.5) ifW is Hodge–Tate then so isW∨, with negated Hodge–Tate
weights (compatibly with multiplicities), so it is harmless to change the definition of “Hodge–
Tate weight” by a sign. In terms of p-adic Hodge theory, this confusion about signs comes
down to later choosing to use covariant or contravariant functors when passing between
p-adic representations and semilinear algebra objects (as replacing a representation space
with its dual will be the mechanism by which we pass between covariant and contravariant
versions of various functors on categories of representations).

2.4. Formalism of Hodge–Tate representations. We saw via Example 2.3.5 that for
any W in RepCK

(GK), W is Hodge–Tate if and only if its dual W∨ is Hodge–Tate. By the
same reasoning, since

(
⊕qCK(−q)hq

)
⊗CK

(
⊕q′CK(−q′)h′q′

)
≃ ⊕rCK(−r)

P
i hih′r−i

in RepCK
(GK) we see that if W andW ′ are Hodge–Tate then so is W⊗W ′ (with Hodge–Tate

weights that are suitable sums of products of those of W and W ′); we also have in such cases
that W ⊕W ′ is also Hodge–Tate. To most elegantly express how the Hodge–Tate property
interacts with tensorial and other operations, it is useful to introduce some terminology.

Definition 2.4.1. A (Z-)graded vector space over a field F is an F -vector space D equipped
with direct sum decomposition ⊕q∈ZDq for F -subspaces Dq ⊆ D (and we define the qth
graded piece of D to be grq(D) := Dq). Morphisms T : D′ → D between graded F -vector
spaces are F -linear maps that respect the grading (i.e., T (D′

q) ⊆ Dq for all q). The category
of these is denoted GrF ; we let GrF,f denote the full subcategory of D for which dimF D is
finite.

For any field F , GrF is an abelian category with the evident notions of kernel, cokernel,
and exact sequence (working in separate degrees). We write F 〈r〉 for r ∈ Z to denote the
F -vector space F endowed with the grading for which the unique non-vanishing graded piece
is in degree r. For D,D′ ∈ GrF we define the tensor product D ⊗D′ to have underlying F -
vector space D⊗F D′ and to have qth graded piece ⊕i+j=q(Di⊗F D′

j). Likewise, if D ∈ GrF,f
then the dual D∨ has underlying F -vector space given by the F -linear dual and its qth graded
piece is D∨

−q.
With these definitions, F 〈r〉 ⊗ F 〈r′〉 = F 〈r + r′〉, F 〈r〉∨ = F 〈−r〉, and the natural eval-

uation mapping D ⊗ D∨ → F 〈0〉 and double duality isomorphism D ≃ (D∨)∨ on F -vector
spaces for D in GrF,f are morphisms in GrF . Observe also that a map in GrF is an isomor-
phism if and only if it is a linear isomorphism in each separate degree.

Definition 2.4.2. The covariant functor D = DK : RepCK
(GK)→ GrK is

D(W ) = ⊕qW{q} = ⊕q(CK(q)⊗CK
W )GK .

This functor is visibly left-exact.

Remark 2.4.3. Many functors valued in linear algebra categories are denoted with the letter
“D”. This stands for Dieudonné, who introduced the theory of Dieudonné modules that
provides a categorical equivalence between certain categories of group schemes and certain
categories of structures in (semi-)linear algebra.
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In general, the Serre–Tate lemma says that D takes values in GrK,f and more specifically
that dimK D(W ) 6 dimCK

W with equality if and only if W is Hodge–Tate. As a simple
example, the Tate–Sen theorem gives that D(CK(r)) = K〈−r〉 for all r ∈ Z. The functor D
satisfies a useful exactness property on Hodge–Tate objects, as follows.

Proposition 2.4.4. If 0 → W ′ → W → W ′′ → 0 is a short exact sequence in RepCK
(GK)

and W is Hodge–Tate then so are W ′ and W ′′, in which case the sequence

0→ D(W ′)→ D(W )→ D(W ′′)→ 0

in GrK,f is short exact (so the multiplicities for each Hodge–Tate weight are additive in short
exact sequences of Hodge–Tate representations).

Proof. We have a left-exact sequence

(2.4.1) 0→ D(W ′)→ D(W )→ D(W ′′)

with dimK D(W ′) 6 dimCK
(W ′) and similarly for W and W ′′. But equality holds for W by

the Hodge–Tate property, so

dimCK
W = dimK D(W ) 6 dimK D(W ′) + dimK D(W ′′)

6 dimCK
W ′ + dimCK

W ′′

= dimCK
W,

forcing equality throughout. In particular, W ′ and W ′′ are Hodge–Tate and so for K-
dimension reasons the left-exact sequence (2.4.1) is right-exact too. �

Example 2.4.5. Although Proposition 2.4.4 says that any subrepresentation or quotient rep-
resentation of a Hodge–Tate representation is again Hodge–Tate, the converse is false in the
sense that if W ′ and W ′′ are Hodge–Tate then W can fail to have this property. To give a
counterexample, we recall that H1

cont(GK ,CK) 6= 0 by Theorem 2.2.7. This gives a non-split
exact sequence

(2.4.2) 0→ CK →W → CK → 0

in RepCK
(GK), and we claim that such a W cannot be Hodge–Tate. To see this, applying

the left-exact functor D to the exact sequence above gives a left exact sequence

0→ K〈0〉 → D(W )→ K〈0〉
of graded K-vector spaces, so in particular D(W ) = W{0} = WGK . If W were Hodge–Tate
then by Proposition 2.4.4 this left exact sequence of graded K-vector spaces would be short
exact, so there would exist some w ∈WGK with nonzero image in K〈0〉. We would then get
a CK-linear GK-equivariant section CK →W via c 7→ cw. This splits (2.4.2) in RepCK

(GK),
contradicting the non-split property of (2.4.2). Hence, W cannot be Hodge–Tate.

The functor D = DK is useful when studying how the Hodge–Tate property interacts
with basic operations such as a finite scalar extension on K, tensor products, duality, and

replacing K with K̂un (i.e., replacing GK with IK), as we now explain.
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Theorem 2.4.6. For any W ∈ RepCK
(GK), the natural map K ′⊗K DK(W )→ DK ′(W ) in

GrK ′,f is an isomorphism for all finite extensions K ′/K contained in K ⊆ CK. Likewise,

the natural map K̂un ⊗K DK(W )→ D dKun(W ) in Gr dKun,f is an isomorphism.

In particular, for any finite extension K ′/K inside of K, an object W in RepCK
(GK) is

Hodge–Tate if and only iff it is Hodge–Tate when viewed in RepCK
(GK ′), and similarly W is

Hodge–Tate in RepCK
(GK) if and only if it is Hodge–Tate when viewed in RepCK

(GdKun) =
RepCK

(IK).

This theorem says that the Hodge–Tate property is insensitive to replacing K with a finite

extension or restricting to the inertia group (i.e., replacing K with K̂un). This is a prototype
for a class of results that will arise in several later contexts (with properties that refine
the Hodge–Tate property). The insensitivity to inertial restriction is a good feature of the
Hodge–Tate property, but the insensitivity to finite (possibly ramified) extensions is a bad
feature, indicating that the Hodge–Tate property is not sufficiently fine (e.g., to distinguish
between good reduction and potentially good reduction for elliptic curves).

Proof. By a transitivity argument, the case of finite extensions is reduced to the case when
K ′/K is Galois. We first treat the finite Galois case, and then will need to do some work to

adapt the method to handle the extension K̂un/K that is generally not algebraic but should
be thought of as being approximately algebraic (with Galois group GK/IK = Gk). Ob-
serve that Gal(K ′/K) naturally acts semilinearly on the finite-dimensional K ′-vector space
DK ′(W ) with invariant subspace DK(W ) over K, and likewise GK/IK = Gk naturally acts

semilinearly on the finite-dimensional K̂un-vector space D dKun(W ) with invariant subspace
DK(W ) over K.

Hence, for the case of finite (Galois) extensions our problem is a special case of classical
Galois descent for vector spaces: if F ′/F is a finite Galois extension of fields and D′ is a
finite-dimensional F ′-vector space endowed with a semilinear action by Gal(F ′/F ) then the
natural map

(2.4.3) F ′ ⊗F (D′Gal(F ′/F )
)→ D′

is an isomorphism. (See [47, Ch. II, Lemma 5.8.1] for a proof, resting on the non-vanishing
of discriminants for finite Galois extensions.) This has a generalization to arbitrary Galois
extensions F ′/F with possibly infinite degree: we just need to impose the additional “dis-
creteness” hypothesis that each element of D′ has an open stabilizer in Gal(F ′/F ) (so upon
choosing an F ′-basis of D′ there is an open normal subgroup Gal(F ′/F1) that fixes the basis
vectors and hence reduces our problem to the finite case via the semilinear Gal(F1/F )-action
on the F1-span of the chosen F ′-basis of D′).

For the case of K̂un, we have to modify the preceding argument since K̂un/K is generally

not algebraic and the group of isometric automorphisms Aut(K̂un/K) = Gal(Kun/K) =
GK/IK = Gk generally acts on the space of IK-invariants in W with stabilizer groups that
are closed but not open. Hence, we require a variant of the Galois descent isomorphism
(2.4.3) subject to a (necessary) auxiliary continuity hypothesis.

First we check that the natural semilinear action on D′ := DdKun(W ) by the profinite group
Gk = GK/IK is continuous relative to the natural topology on D′ as a finite-dimensional



CMI SUMMER SCHOOL NOTES ON p-ADIC HODGE THEORY (PRELIMINARY VERSION) 21

K̂un-vector space. It suffices to check such continuity on the finitely many nonzero graded
pieces D′

q separately, and CK(−q)⊗dKun D′
q with its GK-action is naturally embedded in W

(by the Serre–Tate injection ξW ). Since GK acts continuously on W by hypothesis and the
natural topology on D′

q coincides with its subspace topology from naturally sitting in the
CK-vector space CK(−q)⊗dKun D

′
q, we get the asserted continuity property for the action of

Gk = GK/IK on D′
q.

Although Gk acts K̂un-semilinearly rather than K̂un-linearly on D′, since K̂un is the frac-
tion field of a complete discrete valuation ring O := O dKun the proof of Lemma 1.2.6 adapts
(using continuity of the semilinear Gk-action on D′) to construct a Gk-stable O-lattice
Λ ⊆ D′. Consider the natural O-linear Gk-equivariant map

(2.4.4) O ⊗OK
ΛGk → Λ.

We shall prove that this is an isomorphism with ΛGk a finite free OK-module. Once this is

proved, inverting p on both sides will give the desired isomorphism K̂un⊗K DK(W ) ≃ D′ =
D dKun(W ).

To verify the isomorphism property for (2.4.4), we shall argue via successive approxima-

tion by lifting from the residue field k of K̂un. Let π ∈ OK be a uniformizer, so it is also a
uniformizer of O = O dKun and Gk acts trivially on π. The quotient Λ/πΛ is a vector space

over k with dimension equal to d = rankOΛ = dim dKun D′ and it is endowed with a natural

semilinear action by Gk = Gal(k/k) that has open stabilizers for all vectors (due to the con-
tinuity of the Gk-action on D′ and the fact that Λ gets the π-adic topology as its subspace
topology from D′). Hence, classical Galois descent in (2.4.3) (applied to k/k) gives that
Λ/πΛ = k⊗k ∆ in Repk(Gk) for the d-dimensional k-vector space ∆ = (Λ/πΛ)Gk. In partic-

ular, Λ/πΛ ≃ k
d

compatibly with Gk-actions, so H1(Gk,Λ/πΛ) vanishes since H1(Gk, k) = 0.
Since π is Gk-invariant, a successive approximation argument with continuous 1-cocycles (see
[42, §1.2, Lemma 3], applied successively to increasing finite quotients of Gk) then gives that
H1

cont(Gk,Λ) = 0. Hence, passing to Gk-invariants on the exact sequence

0→ Λ
π→ Λ→ Λ/πΛ→ 0

gives an exact sequence

0→ ΛGk
π→ ΛGk → (Λ/πΛ)Gk → 0.

That is, we have ΛGk/π · ΛGk ≃ (Λ/πΛ)Gk as k-vector spaces.
Since ΛGk is a closed OK-submodule of the finite free O dKun-module Λ of rank d and we

have just proved that ΛGk/πΛGk is finite-dimensional of dimension d over k = OK/(π), a
simple approximation argument gives that any lift of a k-basis of ΛGk/πΛGk to a subset of
ΛGk is an OK-spanning set of ΛGk of size d. Thus, ΛGk is a finitely generated torsion-free
OK-module, so it is free of rank d since its reduction modulo π is d-dimensional over k. Our
argument shows that the map (2.4.4) is a map between finite free O-modules of the same
rank and that this map becomes an isomorphism modulo π, so it is an isomorphism. �

Further properties of D are best expressed by recasting the definition of D in terms of
a “period ring” formalism. This rests on the following innocuous-looking definition whose
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mathematical (as opposed to linguistic) importance will only be appreciated after some later
developments.

Definition 2.4.7. The Hodge–Tate ring of K is the CK-algebra BHT = ⊕q∈ZCK(q) in which
multiplication is defined via the natural maps CK(q)⊗CK

CK(q′) ≃ CK(q + q′).

Remark 2.4.8. We will encounter many rings denoted with the letter “B”. This stands for
Barsotti, who was one of the pioneers in using large ring-theoretic constructions to study
group schemes and related structures.

Observe that BHT is a graded CK-algebra in the sense that its graded pieces are CK-
subspaces with respect to which multiplication is additive in the degrees, and that the
natural GK-action respects the gradings and the ring structure (and is semilinear over CK).
Concretely, if we choose a basis t of Zp(1) then we can identify BHT with the Laurent
polynomial ring CK [t, t−1] with the evident grading (by monomials in t) and GK-action (via
g(ti) = χ(g)iti for i ∈ Z and g ∈ GK).

By the Tate–Sen theorem, we have BGK
HT = K. For any W ∈ RepCK

(GK), we have

D(W ) = ⊕q(CK(q)⊗CK
W )GK = (BHT ⊗CK

W )GK

in GrK , where the grading is induced from the one on BHT. Since BHT compatibly admits
all three structures of interest (CK-vector space structure, GK-action, grading), we can go in
the reverse direction (from graded K-vector spaces to CK-representations of GK) as follows.

Let D be in GrK,f , so BHT ⊗K D is a graded CK-vector space with typically infinite
CK-dimension:

grn(BHT ⊗K D) = ⊕q grq(BHT)⊗K Dn−q = ⊕qCK(q)⊗K Dn−q.

Moreover, the GK-action on BHT⊗K D arising from that on BHT respects the grading since
such compatibility holds in BHT, so we get the object

V (D) := gr0(BHT ⊗K D) = ⊕qCK(−q)⊗K Dq ∈ RepCK
(GK)

since Dq vanishes for all but finitely many q and is finite-dimensional over K for all q (as D ∈
GrK,f). By inspection V (D) is a Hodge–Tate representation, and V : GrK,f → RepCK

(GK)
is a covariant exact functor.

Example 2.4.9. For each r ∈ Z, recall that K〈r〉 denotes the 1-dimensional K-vector space
K endowed with unique nontrivial graded piece in degree r. One checks that V (K〈r〉) =
CK(−r). In particular, V (K〈0〉) = CK .

For any W in RepCK
(GK), the multiplicative structure on BHT defines a natural BHT-

linear composite comparison morphism

(2.4.5) γW : BHT ⊗K D(W ) →֒ BHT ⊗K (BHT ⊗CK
W )→ BHT ⊗CK

W

that respects the GK-actions (from BHT on both sides and from W ) and the gradings (from
BHT on both sides and fromD(W )) since the second step in (2.4.5) rests on the multiplication
in BHT which is GK-equivariant and respects the grading of BHT. The Serre–Tate lemma
admits the following powerful reformulation:
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Lemma 2.4.10. For W in RepCK
(GK), the comparison morphism γW is injective. It is an

isomorphism if and only if W is Hodge–Tate, in which case there is a natural isomorphism

V (D(W )) = gr0(BHT ⊗K D(W ))
γW≃ gr0(BHT ⊗CK

W ) = gr0(BHT)⊗CK
W = W

in RepCK
(GK).

Proof. The map γW on grn’s is the Qp(n)-twist of ξW . �

We have seen above that if D is an object in GrK,f then V (D) is a Hodge–Tate object in
RepCK

(GK), so by Lemma 2.4.10 we obtain a BHT-linear comparison isomorphism

γV (D) : BHT ⊗K D(V (D)) ≃ BHT ⊗CK
V (D)

respecting GK-actions and gradings. Since BGK
HT = K and the GK-action on the target of

γV (D) respects the grading induced by BHT = ⊕CK(r), by passing to GK-invariants on the
source and target of γV (D) we get an isomorphism

D(V (D)) ≃ ⊕r(V (D)(r))GK

in GrK with V (D)(r) ≃ ⊕qCK(r − q) ⊗K Dq. Hence, (V (D)(r))GK = Dr by the Tate–Sen
theorem, so we get an isomorphism

D(V (D)) ≃ ⊕rDr = D

in GrK . This proves the first part of:

Theorem 2.4.11. The covariant functors D and V between the categories of Hodge–Tate
representations in RepCK

(GK) and finite-dimensional objects in GrK are quasi-inverse equiv-
alences.

For any W,W ′ in RepCK
(GK) the natural map

D(W )⊗D(W ′)→ D(W ⊗W ′)

in GrK induced by the GK-equivariant map

(BHT ⊗CK
W )⊗CK

(BHT ⊗CK
W ′)→ BHT ⊗CK

(W ⊗CK
W ′)

defined by multiplication in BHT is an isomorphism when W and W ′ are Hodge–Tate. Like-
wise, if W is Hodge–Tate then the natural map

D(W )⊗K D(W∨)→ D(W ⊗W∨)→ D(CK) = K〈0〉
in GrK is a perfect duality (between W{q} and W∨{−q} for all q), so the induced map
D(W∨)→ D(W )∨ is an isomorphism in GrK,f . In other words, D is compatible with tensor
products and duality on Hodge–Tate objects.

Similar compatibilities hold for V with respect to tensor products and duality.

Proof. For the tensor product and duality claims for D, one first checks that both sides
have compatible evident functorial behavior with respect to direct sums in RepCK

(GK).
Hence, we immediately reduce to the special case W = CK(q) and W ′ = CK(q′) for some
q, q′ ∈ Z, and this case is a straightforward calculation. Likewise, to analyze the natural
map V (D)⊗CK

V (D′)→ V (D⊗D′) we can reduce to the special case of the graded objects
D = K〈r〉 and D′ = K〈r′〉 for r, r′ ∈ Z; the case of duality goes similarly. �
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Definition 2.4.12. Let RepHT(GK) ⊆ RepQp
(GK) be the full subcategory of objects V

that are Hodge–Tate (i.e., CK ⊗Qp V is Hodge–Tate in RepCK
(GK)), and define the functor

DHT : RepQp
(GK)→ GrK,f by

DHT(V ) = DK(CK ⊗Qp V ) = (BHT ⊗Qp V )GK

with grading induced by that on BHT.

Our results in RepCK
(GK) show that RepHT(GK) is stable under tensor product, duality,

subrepresentations, and quotients (but not extensions) in RepQp
(GK), and that the formation

of DHT naturally commutes with finite extension on K as well as with scalar extension to

K̂un. Also, our preceding results show that on RepHT(GK) the functor DHT is exact and is
compatible with tensor products and duality. The comparison morphism

γV : BHT ⊗K DHT(V )→ BHT ⊗Qp V

for V ∈ RepQp
(GK) is an isomorphism precisely when V is Hodge–Tate (apply Lemma 2.4.10

to W = CK ⊗Qp V ), and hence DHT : RepHT(GK)→ GrK,f is a faithful functor.

Example 2.4.13. Theorem 2.2.3 can now be written in the following more appealing form:
if X is a smooth proper K-scheme then for n > 0 the representation V := Hn

ét(XK ,Qp) is
in RepHT(GK) with DHT(V ) ≃ Hn

Hodge(X/K) := ⊕qHn−q(X,Ωq
X/K). Thus, the comparison

morphism γV takes the form of a BHT-linear GK-equivariant isomorphism

(2.4.6) BHT ⊗K Hn
Hodge(X/K) ≃ BHT ⊗Qp Hn(XK ,Qp)

in GrK .
This is reminiscent of the de Rham isomorphism

Hn
dR(M) ≃ R⊗Q Hn(M,Q)∨

for smooth manifolds M , which in the case of finite-dimensional cohomology is described by
the matrix (

∫
σj
ωi) for an R-basis {ωi} of Hn

dR(M) and a Q-basis {σj} of Hn(M,Q). The

numbers
∫
σ
ω are classically called periods of M , and to define the de Rham isomorphism

relating de Rham cohomology to topological cohomology we must use the coefficient ring R
on the topological side. For this reason, the ring BHT that serves as a coefficient ring for
Faltings’ comparison isomorphism (2.4.6) between Hodge and étale cohomologies is called
a period ring. Likewise, the more sophisticated variants on BHT introduced by Fontaine as
a means of passing between other pairs of p-adic cohomology theories are all called period
rings.

Whereas D on the category of Hodge–Tate objects in RepCK
(GK) is fully faithful into

GrK,f , DHT on the category RepHT(GK) of Hodge–Tate representations of GK over Qp is
not fully faithful. For example, if η : GK → Z×

p has finite order then DHT(Qp(η)) ≃
K〈0〉 = DHT(Qp) by the Tate–Sen theorem, but Qp(η) and Qp have no nonzero maps
between them when η 6= 1. This lack of full faithfulness is one reason that the functor
RepHT(GK)→ RepCK

(GK) given by V  CK ⊗Qp V is a drastic operation and needs to be
replaced by something more sophisticated.

To improve on DHT so as to get a fully faithful functor from a nice category of p-adic
representations of GK into a category of semilinear algebra objects, we need to do two



CMI SUMMER SCHOOL NOTES ON p-ADIC HODGE THEORY (PRELIMINARY VERSION) 25

things: we must refine BHT to a ring with more structure (going beyond a mere grading
with a compatible GK-action) and we need to introduce a target semilinear algebra category
that is richer than GrK,f . As a warm-up, we will next turn to the category of étale ϕ-
modules. This involves a digression away from studying p-adic representations of GK (it
really involves representations of the closed subgroup GK∞

for certain infinitely ramified
algebraic extensions K∞/K inside of K), but it will naturally motivate some of the objects
of semilinear algebra that have to be considered in any reasonable attempt to refine the
theory of Hodge–Tate representations.

2.5. Exercises.

Exercise 2.5.1. Let K be a p-adic field, and K/K an algebraic closure. There are plenty of
elements of CK not in K. That is, K is never complete. Indeed, since [K : K] is infinite (as
follows by ramification considerations, for example), the non-completeness follows from [8,
3.4.3/1].

Nonetheless, prove that if L/K is a subextension of K/K then the subfield L̂ ⊆ CK

determines L. More specifically, prove that L̂ ∩K = L.

Exercise 2.5.2. Let M be a topological module for a topological group G. If M has trivial
G-action then prove H1

cont(G,M) = Homcont(G,M). Show by example with M = Z/2Z
and G = GQ that dropping the continuity condition here makes this much larger, and
in particular gives rise to many nontrivial cohomology classes that are everywhere locally
trivial (i.e., have trivial restriction to the corresponding cohomology for the GQv ’s, say again
without the continuity condition).

Exercise 2.5.3. Let G be a topological group, and 0 → M ′ → M → M ′′ → 0 a short exact
sequence of G-modules such that M is a topological G-module and M ′ (resp. M ′′) is given
the subspace topology (resp. quotient topology).

(1) Verify thatM ′ andM ′′ are then topologicalG-modules (so we say that the given short
exact sequence is topologically exact). We write H1(G,M) to denote H1

cont(G,M) and
H1

alg(G,M) to denote the usual algebraic G-cohomology of M ignoring topologies.

(2) Explain why H1(G,M) naturally sits inside of H1
alg(G,M), and show that the usual

6-term exact sequence

0→M ′G →MG →M ′′G δ→ H1
alg(G,M

′)→ H1
alg(G,M)→ H1

alg(G,M
′′)

restricts to a 6-term exact sequence

0→M ′G → MG → M ′′G δ→ H1(G,M ′)→ H1(G,M)→ H1(G,M ′′).

In particular, for any m′′ ∈M ′′G, the obstruction to lifting it to MG lies not only in
H1

alg(G,M
′) but even in H1(G,M ′).

(3) Consider a G-module M ′ that is a topological G-module relative to two topologies
τ ′1 and τ ′2 such that H1

τ ′1
(G,M ′) = 0 but H1

τ ′2
(G,M) 6= 0. (For example, G = Zp with

the usual topology, and M ′ = Zp endowed with the trivial G-action, and τ ′1 is the
discrete topology whereas τ ′2 is the p-adic topology.) Construct a topologically exact
sequence

0→M ′ →M → M ′′ → 0
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relative to τ ′2 with M ′′ = Z (having discrete topology and trivial G-action) such

that MG → M ′′G is not surjective (and so the nontrivial obstructions do not lie
in H1

τ ′1
(G,M ′)). Thus, it is rather important to keep track of subspace topologies

when trying to use a cohomological vanishing result for M ′ to deduce surjectivity for
MG →M ′′G!

Exercise 2.5.4. This exercise pushes Example 2.2.6 a bit further. Choose W ∈ RepCK
(GK)

and consider an exact sequence

0→W → W ′ → CK → 0

of CK-vector spaces equipped with compatible CK-semilinear GK-actions (usual action on
CK and given one on W ).

(1) By choosing a CK-linear splitting, show that under the resulting identification W ⊕
CK the GK-action is given by

g(w, c) = (g.w + g(c)τ(g), g(c))

where τ : GK → W is a function satisfying τ(g′g) = g′(τ(g)) + τ(g); i.e., τ is a
1-coboundary valued in the GK-module W .

(2) Prove that changing the CK-linear splitting corresponds exactly to changing τ by a
1-coboundary, and that τ is continuous if and only if the CK-semilinear GK-action
on W ′ is continuous.

(3) Now assume W ∈ RepCK
(GK) (i.e., the GK-action is continuous). Show that the

cohomology class [τ ] ∈ H1
cont(GK ,W ) only depends on the isomorphism class of the

given exact sequence in Ext1
CK [GK ](CK ,W ), and that this procedure defines a bijec-

tion Ext1
CK [GK ](CK ,W )→ H1

cont(GK ,W ).
(4) Prove that the bijection in (3) is CK-linear. (Hint: use the description of the CK-

vector space structure on the left side via pushout and pullback operations),

3. Étale ϕ-modules

We now switch themes to describe p-adic representations of GE for arbitrary fields E
of characteristic p > 0; later this will be applied with E = k((u)) for a perfect field k
of characteristic p, so in particular E must be allowed to be imperfect. The reason such
Galois groups will be of interest to us was sketched in Example 1.3.3. In contrast with the
case of Hodge–Tate representations in RepCK

(GK), for which there was an equivalence with
the relatively simple category GrK,f of finite-dimensional graded K-vector spaces, in our
new setting we will construct an equivalence between various categories of representations
of GE and some interesting categories of modules equipped with an endomorphism that is
semilinear over a “Frobenius” operator on the coefficient ring.

We shall work our way up to Qp-representation spaces for GE by first studying Fp-
representation spaces for GE, then general torsion Zp-representation spaces for GE, and
finally Zp-lattice representations of GE (from which the Qp-case will be analyzed via Lemma
1.2.6).

Throughout this section we work with a fixed field E that is arbitrary with char(E) = p > 0
and we fix a separable closure Es. We let GE = Gal(Es/E). We emphasize that E is
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not assumed to be perfect, so the p-power endomorphisms of E and Es are generally not
surjective.

3.1. p-torsion representations. We are first interested in the category RepFp
(GE) of con-

tinuous representations of GE on finite-dimensional Fp-vector spaces V0 (so continuity means
that the GE-action on V0 factors through an action by Gal(E ′/E) for some finite Galois ex-
tension E ′/E contained in Es that may depend on V0). The role of the ring BHT in §2.4
will now be played by Es, and the relevant structures that this ring admits are twofold: a
GE-action and the p-power endomorphism ϕEs : Es → Es (i.e., x 7→ xp). These two struc-
tures on Es respectively play roles analogous to the GK-action on BHT and the grading on
BHT, and the properties BGK

HT = K and gr0(BHT) = CK have as their respective analogues

the identities EGE
s = E and E

ϕEs=1
s = Fp. The compatibility of the GK-action and grading

on BHT has as its analogue the evident fact that the GE-action on Es commutes with the
endomorphism ϕEs : x 7→ xp (i.e., g(xp) = g(x)p for all x ∈ Es and g ∈ GE). We write
ϕE : E → E to denote the p-power endomorphism of E, so ϕEs|E = ϕE .

Whereas in Theorem 2.4.11 we used BHT to set up inverse equivalences D and V between
the category of Hodge–Tate objects in RepCK

(GK) and the category GrK,f of graded K-
vector spaces, now we will use Es to set up an equivalence between the category RepFp

(GE)
and a certain category of finite-dimensional E-vector spaces equipped with a suitable Frobe-
nius semilinear endomorphism.

The following category of semilinear algebra objects to later be identified with RepFp
(GE)

looks complicated at first, but we will soon see that it is not too bad. Below, we write ϕ∗
E(M0)

for an E-vector space M0 to denote the scalar extension E⊗ϕE ,EM0 with its natural E-vector
space structure via the left tensor factor.

Definition 3.1.1. An ϕ-module over E is a pair (M0, ϕM0) where M0 is a finite-dimensional
E-vector space and ϕM0 : M0 → M0 is a ϕE-semilinear endomorphism. A ϕ-module
(M0, ϕM0) is étale if the E-linearization ϕ∗

E(M0) → M0 of ϕM0 (i.e., the E-linear map
c ⊗ m 7→ cϕM0(m)) is an isomorphism. Equivalently, ϕM0(M0) spans M0 over E, or in
other words the “matrix” of ϕM0 relative to a choice of E-basis of M0 is invertible). The
notion of morphism between étale ϕ-modules over E is defined in the evident manner, and
the category of étale ϕ-modules over E is denoted ΦM ét

E .

Remark 3.1.2. The reason for the word “étale” in the terminology is that a scheme X locally
of finite type over a field k of characteristic p > 0 is étale if and only if the relative Frobenius
map FX/k : X → X(p) = k ⊗ϕk ,k X over k is an isomorphism.

We often write M0 rather than (M0, ϕM0) to denote an object in the category ΦM ét
E . The

simplest interesting example of an object in ΦM ét
E is M0 = E endowed with ϕM0 = ϕE ; this

object will simply be denoted as E. It may not be immediately evident how to make more
interesting objects in ΦM ét

E , but shortly we will associate such an object to every object in
RepFp

(GE).
We now give some basic constructions for making new objects out of old ones. There is an

evident notion of tensor product in ΦM ét
E . The notion of duality is defined as follows. For

M0 ∈ ΦM ét
E , the dual M∨

0 has as its underlying E-vector space the usual E-linear dual of
M0, and ϕM∨

0
: M∨

0 →M∨
0 carries an E-linear functional ℓ : M0 → E to the composite of the
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E-linear pullback functional ϕ∗
E(ℓ) : ϕ∗

E(M0)→ E (i.e., c⊗m 7→ c ·ℓ(m)p = c ·ϕE(ℓ(m))) and
the inverse M0 ≃ ϕ∗

E(M0) of the E-linearized isomorphism ϕ∗
E(M0) ≃ M0 induced by ϕM0 .

To show that this is an étale Frobenius structure, the problem is to check that ϕM∨

0
linearizes

to an isomorphism. A slick method to establish this is via the alternative description of ϕM∨
0

that is provided in Exercise 3.4.2.
In concrete terms, if we choose an E-basis for M0 and use the dual basis for M∨

0 , then
the resulting “matrices” that describe the ϕE-semilinear endomorphisms ϕM0 and ϕM∨

0
are

transpose inverse to each other. The notions of tensor product and duality as defined in
ΦM ét

E satisfy the usual relations (e.g., the natural double duality isomorphism M0 ≃ M∨∨
0

is an isomorphism in ΦM ét
E , and the evaluation pairing M0 ⊗M∨

0 → E is a morphism in
ΦM ét

E ).

Lemma 3.1.3. The category ΦM ét
E is abelian. More specifically, if h : M ′ → M is a

morphism in ΦM ét
E then the induced Frobenius endomorphisms of ker h, imh, and coker h

are étale (i.e., have E-linearization that is an isomorphism).

Proof. Consider the commutative diagram

ϕ∗
E(M ′)

ϕ∗

E(h)
//

≃
��

ϕ∗
E(M)

≃
��

M ′
h

// M

This induces isomorphisms between kernels, cokernels and images formed in the horizontal
directions, and the formation of kernels, cokernels, and images of linear maps commutes
with arbitrary ground field extension (such as ϕE : E → E). Hence, the desired étaleness
properties are obtained. �

We now use Es equipped with its compatible GE-action and ϕE-semilinear endomorphism
ϕEs to define covariant functors DE and VE between RepFp

(GE) and ΦM ét
E .

Definition 3.1.4. For any V0 ∈ RepFp
(GE), define DE(V0) = (Es ⊗Fp V0)

GE as an E-vector

space equipped with the ϕE-semilinear endomorphism ϕDE(V0) induced by ϕEs ⊗ 1. (This
makes sense since ϕEs commutes with the GE-action on Es.)

For any M0 ∈ ΦM ét
E we define VE(M0) to be the Fp-vector space (Es ⊗E M0)

ϕ=1 with its
evident GE-action induced by the GE-action on Es; here, ϕ = ϕEs ⊗ ϕM0.

Some work is needed to check that DE takes values in ΦM ét
E and that VE takes values

in RepFp
(GE). Indeed, it is not at all obvious that DE(V0) is finite-dimensional over E in

general, nor that that E-linearization of ϕDE(V0) is an isomorphism (so DE(V0) ∈ ΦM ét
E ).

Likewise, it is not obvious that VE(M0) is finite-dimensional over Fp, though it follows from
the definition that each element of VE(M0) has an open stabilizer in GE (since such an
element is a finite sum of elementary tensors in Es ⊗E M0, and a finite intersection of open
subgroups is open). Thus, once finite-dimensionality over Fp is established then VE(M0)
will be an object in RepFp

(GE).

Example 3.1.5. There are two trivial examples that can be worked out by hand. We have
DE(Fp) = E with Frobenius endomorphism ϕE and VE(E) = Fp with trivial GE-action.
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Remark 3.1.6. It is sometimes convenient to use contravariant versions D∗
E and V∗

E of the
functors DE and VE . These may be initially defined in an ad hoc way via

D∗
E(V0) = DE(V ∨

0 ), V∗
E(M0) = VE(M∨

0 )

but the real usefulness is due to an alternative formulation: since Es⊗FpV
∗
0 ≃ HomFp(V0, Es)

compatibly with the ϕEs-actions and the GE-actions (defined in the evident way on the Hom-
space, namely (g.ℓ)(v) = g(ℓ(g−1v))), by passing to GE-invariants we naturally get D∗

E(V0) ≃
HomFp[GE ](V0, Es) as E-vector spaces equipped with a ϕE-semilinear endomorphism. Like-
wise, we naturally have an Fp[GE]-linear identification V∗

E(M0) ≃ HomE,ϕ(M0, Es) onto the
space of E-linear Frobenius-compatible maps from M0 into Es.

Let us begin our study of DE and VE by checking that they take values in the expected
target categories.

Lemma 3.1.7. For any V0 ∈ RepFp
(GE), the E-vector space DE(V0) is finite-dimensional

with dimension equal to dimFp V0, and the E-linearization of ϕDE(V0) is an isomorphism. In
particular, DE(V0) lies in ΦM ét

E with E-rank equal to the Fp-rank of V0.
For any M0 ∈ ΦM ét

E , the Fp-vector space VE(M0) is finite-dimensional with dimension at
most dimEM0. In particular, VE(M0) lies in RepFp

(GE) with Fp-rank at most dimEM0.

The upper bound for dimFp VE(M0) in this lemma will be proved to be an equality in
Theorem 3.1.8, but for now it is simpler (and sufficient) to just prove the upper bound.

Proof. Observe that Es ⊗Fp V0 equipped with its diagonal GE-action is a finite-dimensional
Es-vector space equipped with a semilinear GE-action that is continuous for the discrete
topology in the sense that each element has an open stabilizer (as this is true for each element
of Es and V0, and hence for finite sums of elementary tensors). Thus, the classical theorem
on Galois descent for vector spaces in (2.4.3) (applied to Es/E) implies that Es ⊗Fp V0 is
naturally identified with the scalar extension to Es of its E-vector subspace of GE-invariant
vectors. That is, the natural Es-linear GE-equivariant map

(3.1.1) Es ⊗E DE(V0) = Es ⊗E (Es ⊗Fp V0)
GE → Es ⊗Fp V0

induced by multiplication in Es is an isomorphism. In particular, DE(V0) has finite E-
dimension equal to dimFp V0. (This isomorphism is an analogue of the comparison morphism
γW in (2.4.5) defined via multiplication in BHT in our study of Hodge–Tate representations.)

A crucial observation is that (3.1.1) satisfies a further compatibility property beyond the
Es-linearity and GE-actions, namely that it respects the natural Frobenius endomorphisms
of both sides (as follows from the definition). To exploit this, we first recall that for any
vector space D over any field F of characteristic p > 0, if ϕD : D → D is a ϕF -semilinear
endomorphism (with ϕF : F → F denoting x 7→ xp) then the F -linearization ϕ∗

F (D) → D
of ϕD is compatible with arbitrary extension of the ground field j : F → F ′ (as the reader
may check, ultimately because ϕF and ϕF ′ are compatible via j). Applying this to the field
extension E → Es, we see that the E-linearization of ϕDE(V0) is an isomorphism if and only if
the Es-linearization of ϕEs ⊗ ϕDE(V0) is an isomorphism. But Frobenius-compatibility of the
Es-linear isomorphism (3.1.1) renders this property equivalent to the assertion that for any
finite-dimensional Fp-vector space V0 the Es-linearization of the Frobenius endomorphism
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ϕEs ⊗ 1 of Es ⊗Fp V0 is an isomorphism. By unravelling definitions we see that this Es-
linearization is naturally identified with the identity map of Es ⊗Fp V0, so it is indeed an
isomorphism. Hence, we have proved the claims concerning DE(V0).

Now we turn to the task of proving that VE(M0) has finite Fp-dimension at most dimEM0

(and in particular, it is finite). To do this, we will prove that the natural Es-linear GE-
compatible and Frobenius-compatible map

(3.1.2) Es ⊗Fp VE(M0) = Es ⊗Fp (Es ⊗E M0)
ϕ=1 → Es ⊗E M0

induced by multiplication in Es is injective. (This map is another analogue of the compari-
son morphism for Hodge–Tate representations.) Such injectivity will give dimFp VE(M0) 6
dimEM0 as desired.

Since any element in the left side of (3.1.2) is a finite sum of elementary tensors, even
though VE(M0) is not yet known to be finite-dimensional over Fp it suffices to prove that if
v1, . . . , vr ∈ VE(M0) = (Es ⊗E M0)

ϕ=1 are Fp-linearly independent then in Es ⊗E M0 they
are Es-linearly independent. We assume to the contrary and choose a least r > 1 for which
there is a counterexample, say

∑
aivi = 0 with ai ∈ Es not all zero. By minimality we have

ai 6= 0 for all i, and we may therefore apply E×
s -scaling to arrange that a1 = 1. Hence,

v1 = −
∑

i>1 aivi. But v1 = ϕ(v1) since v1 ∈ VE(M0), so

v1 = −
∑

i>1

ϕEs(ai)ϕ(vi) = −
∑

i>1

ϕEs(ai)vi

since vi ∈ VE(M0) for all i > 1. Hence,
∑

i>1

(ai − ϕEs(ai))vi = 0.

By minimality of r we must have ai = ϕEs(ai) for all i > 1, so ai ∈ E
ϕEs=1
s = Fp for all

i > 1. Thus, the identity v1 = −∑i>1 aivi has coefficients in Fp, so we have contradicted
the assumption that the vj ’s are Fp-linearly independent. �

By Lemma 3.1.7, we have covariant functors DE : RepFp
(GE)→ ΦM ét

E and VE : ΦM ét
E →

RepFp
(GE), and DE is rank-preserving. Also, since

(Es ⊗Fp V0)
ϕ=1 = Eϕ=1

s ⊗Fp V0 = V0, (Es ⊗E M0)
GE = EGE

s ⊗E M0 = M0

(use an Fp-basis of V0 and an E-basis of M0 respectively), passing to Frobenius-invariants
on the isomorphism (3.1.1) defines an isomorphism VE(DE(V0)) → V0 in RepFp

(GE) and
passing to GE-invariants on the injection (3.1.2) defines an injection DE(VE(M0)) →֒M0 in
ΦM ét

E .

Theorem 3.1.8. Via the natural map VE ◦DE ≃ id and the inclusion DE ◦VE →֒ id,
the covariant functors DE and VE are exact rank-preserving quasi-inverse equivalences of
categories, and each functor is naturally compatible with tensor products and duality.

Proof. The isomorphism (3.1.1) implies that DE is an exact functor (as it becomes exact
after scalar extension from E to Es). For any two objects V0 and V ′

0 in RepFp
(GE), the

natural map
DE(V0)⊗E DE(V ′

0)→ DE(V0 ⊗Fp V
′
0)
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induced by the Frobenius-compatible and GE-equivariant map

(Es ⊗Fp V0)⊗E (Es ⊗Fp V
′
0)→ Es ⊗E (V0 ⊗ V ′

0)

arising from multiplication on Es is a map in ΦM ét
E . This map is an isomorphism (and so DE

is naturally compatible with the formation of tensor products) because we may apply scalar
extension from E to Es and use the isomorphism (3.1.1) to convert this into the elementary
claim that the natural map

(Es ⊗Fp V0)⊗Es (Es ⊗Fp V
′
0)→ Es ⊗Fp (V0 ⊗Fp V

′
0)

is an isomorphism.
Similarly we get that DE is compatible with the formation of duals: we claim that the

natural map

(3.1.3) DE(V0)⊗E DE(V ∨
0 ) ≃ DE(V0 ⊗Fp V

∨
0 )→ DE(Fp) = E

(with second step induced by functoriality of DE relative to the evaluation morphism V0 ⊗
V ∨

0 → Fp in RepFp
(GE)) is a perfect E-bilinear duality between DE(V0) and DE(V ∨

0 ), or

equivalently the induced morphism DE(V ∨
0 ) → DE(V0)

∨ that is checked to be a morphism
in ΦM ét

E is an isomorphism. To verify this perfect duality claim it suffices to check it after
scalar extension from E to Es, in which case via (3.1.1) the pairing map is identified with
the natural map

(Es ⊗Fp V0)⊗Es (Es ⊗Fp V
∨
0 ) ≃ Es ⊗Fp (V0 ⊗Fp V

∨
0 )→ Es

that is a perfect Es-bilinear duality pairing.
To carry out our analysis of VE and DE ◦VE , the key point is to check that VE is rank-

preserving. That is, we have to show that if dimEM0 = d then dimFp V (M0) = d. Once
this is proved, the injective map (3.1.2) is an isomorphism for Es-dimension reasons and so
passing to GE-invariants on this isomorphism gives that DE ◦VE → id is an isomorphism.
The compatibility of VE with respect to tensor products and duality can then be verified
exactly as we did for DE by replacing (3.1.1) with (3.1.2) and using VE(E) = Fp to replace
the above use of the identification DE(Fp) = E.

Our problem is now really one of counting: we must prove that the inequality # VE(M0) 6
pd for d := dimEM0 is an equality. Arguing as in Remark 3.1.6 with M∨

0 in the role of M0

and using double duality gives VE(M0) ≃ HomE,ϕ(M
∨
0 , Es). The key idea is to interpret this

set of maps in terms of a system of étale polynomial equations in d variables. Choose a basis
{m1, . . . , md} of M0, so M∨

0 has a dual basis {m∨
i } and ϕM∨

0
(m∨

j ) =
∑

i cijm
∨
i with (cij) ∈

Matd×d(E) an invertible matrix. A general E-linear mapM∨
0 → Es is given bym∨

i 7→ xi ∈ Es
for each i, and Frobenius-compatibility for this map amounts to the system of equations
xpj =

∑
i cijxi for all j. Hence, we have the identification VE(M0) = Hom

E-alg(A,Es), where

A = E[X1, . . . , Xd]/(X
p
j −

∑

i

cijXi)16j6d.

Clearly A is a finite E-algebra with rank pd, and we wish to prove that its set of Es-valued
points has size equal to pd = dimE A. In other words, we claim that A is an étale E-algebra
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in the sense of commutative algebra. This property amounts to the vanishing of Ω1
A/E , and

by direct calculation

Ω1
A/E = (⊕AdXi)/(

∑

j

cijdXj)16j6d.

Since det(cij) ∈ E× ⊆ A×, the vanishing follows. �

3.2. Torsion and lattice representations. We wish to improve on the results in §3.1
by describing the entire category RepZp

(GE) of continuous GE-representations on finitely

generated (not necessarily free) Zp-modules, and then passing to RepQp
(GE) by a suitable

localization process. The basic strategy is to first handle torsion objects using Zp-length
induction (and using the settled p-torsion case from §3.1 to get inductive arguments off
the ground), and then pass to the inverse limit to handle general objects in RepZp

(GE)

(especially those that are finite free as Zp-modules). One difficulty at the outset is that since
we are lifting our coefficients from Fp to Zp on the GE-representation side, we need to lift the
E-coefficients in characteristic p on the semilinear algebra side to some ring of characteristic
0 admitting a natural endomorphism lifting ϕE (as well as an analogue for Es so as to get
a suitable lifted “period ring”). Since E is generally not perfect, we cannot work with the
Witt ring W(E) (which is generally quite bad if E is imperfect).

Thus, we impose the following hypothesis involving additional auxiliary data that will be
fixed for the remainder of the present discussion: we assume that we are given a complete
discrete valuation ring OE with characteristic 0, uniformizer p, and residue field E, and
we assume moreover that there is specified an endomorphism ϕ : OE → OE lifting ϕE
on the residue field E. We write E to denote the fraction field OE [1/p] of OE . Abstract
commutative algebra (the theory of Cohen rings [35, Thm. 29.1, 29.2]) ensures that if we
drop the Frobenius-lifting hypothesis then there is such an OE and it is unique up to non-
canonical isomorphism. It can also be proved [35, Thm. 29.2] that the lift ϕ always exists.
The present discussion is generally only applied with a special class of fields E for which we
can write down an explicit such pair (OE , ϕ). We shall now construct such a pair in a special
case, and then for the remainder of this section we return to the general case and assume
that such an abstract pair (OE , ϕ) has been given to us.

Example 3.2.1. Assume that E = k((u)) with k perfect of characteristic p > 0. Let W(k)
denote the ring of Witt vectors of k. This is the unique absolutely unramified complete
discrete valuation ring with mixed characteristic (0, p) and residue field k; see §4.2. (If k is
finite, W(k) is the valuation ring of the corresponding finite unramified extension of Qp.) In
this case an explicit pair (OE , ϕ) satisfying the above axioms can be constructed as follows.

Let S = W(k)[[u]]; this is a 2-dimensional regular local ring in which (p) is a prime ideal
at which the residue field is k((u)) = E. Since the localization S(p) at the prime ideal (p) is
a 1-dimensional regular local ring, it is a discrete valuation ring with uniformizer p. But u is
a unit in this localized ring (since u 6∈ (p) in S), so S(p) is identified with the localization of
the Dedekind domain S[1/u] at the prime ideal generated by p. Hence, the completion S∧

(p)

of this discrete valuation ring is identified with the p-adic completion of the Laurent-series
ring S[1/u] over W(k). In other words, this completion is a ring of Laurent series over W(k)
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with a decay condition on coefficients in the negative direction:

S∧
(p) ≃

{∑

n∈Z

anu
n | an ∈W(k) and an → 0 as n→ −∞

}
.

We define OE = S∧
(p). The endomorphism

∑
anu

n 7→
∑
σ(an)u

np of S (with σ the unique

Frobenius-lift on W(k)) uniquely extends to a local endomorphism of S(p) and hence to a
local endomorphism ϕ of the completion OE .

Fix a choice of a pair (OE , ϕ) as required above. Since OE is a complete discrete valua-
tion ring with residue field E and we have fixed a separable closure Es of E, the maximal
unramified extension (i.e., strict henselization) Oun

E
of OE with residue field Es makes sense

and is unique up to unique isomorphism. It is a strictly henselian (generally not complete)
discrete valuation ring with uniformizer p, so its fraction field E un is Oun

E
[1/p]. By the uni-

versal property of the maximal unramified extension (or rather, of the strict henselization),
if f : OE → OE is a local map (such as ϕ or the identity) whose reduction f : E → E is en-

dowed with a specified lifting f
′
: Es → Es then there is a unique local map f ′ : Oun

E
→ Oun

E

over f lifting f
′
. By uniqueness, the formation of such an f ′ is compatible with composition.

By taking f = ϕ and f
′

= ϕEs, we get a unique local endomorphism of Oun
E

again
denoted ϕ that extends the given abstract endomorphism ϕ of OE and lifts the p-power
map on Es. Additionally, by taking f to be the identity map and considering varying

f
′ ∈ GE = Gal(Es/E) we get an induced action of GE on Oun

E
that is simply the classical

identification of AutOE
(Oun

E
) = Gal(E un/E ) with the Galois group GE of the residue field.

Moreover, this GE-action on Oun
E

is continuous and it commutes with ϕ on Oun
E

because the
uniqueness of our lifting procedure reduces this to the compatibility of the GE-action and

Frobenius endomorphism on both OE and Es. In particular, the induced GE-action on Ôun
E

is continuous and commutes with the induced Frobenius endomorphism.

Definition 3.2.2. The category ΦM ét
OE

of étale ϕ-modules over OE consists of pairs (M , ϕM )
where M is a finitely generated OE -module and ϕM is a ϕ-semilinear endomorphism of M

whose OE -linearization ϕ∗(M )→M is an isomorphism.

Obviously ΦM ét
E is the full subcategory of p-torsion objects in ΦM ét

OE
. Note that in the

preceding definition we do not require M to be a finite free module over OE or over one
of its artinian quotients OE /(p

n); this generality is essential for the category ΦM ét
OE

to have
nice stability properties. In particular, the étaleness condition in Definition 3.2.2 that ϕM

linearize to an isomorphism cannot generally be described by a matrix condition. Since
ϕ∗(M ) and M have the same OE -rank and the same invariant factors (due to the uniformizer
p being fixed by ϕ), the linearization of ϕM is a linear map between two abstractly isomorphic
finitely generated OE -modules, whence it is an isomorphism if and only if it is surjective. But
surjectivity can be checked modulo p, so we conclude that the étaleness property on ϕM can
be checked by working with the finite-dimensional vector space M /pM over OE /(p) = E.

The category RepZp
(GE) has a good notion of tensor product, as well as duality functors

HomZp(·,Qp/Zp) and HomZp(·,Zp) on the respective full subcategories of objects that are
of finite Zp-length and finite free over Zp.
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There are similar tensor and duality functors in the category ΦM ét
OE

. Indeed, tensor

products M ⊗M
′ are defined in the evident manner using the OE -module tensor prod-

uct M ⊗OE
M

′ and the Frobenius endomorphism ϕM ⊗ ϕM
′, and this really is an étale

ϕ-module; i.e., the OE -linearization of the tensor product Frobenius endomorphism is an
isomorphism (since this OE -linearization is identified with the tensor product of the OE -
linearizations of ϕM and ϕM

′). For duality, we use the functor HomOE
(·,OE ) on objects

that are finite free over OE and the Frobenius endomorphism of this linear dual is defined
similarly to the p-torsion case over E. That is, for ℓ ∈ M

∨ = HomOE
(M ,OE ) the element

ϕM
∨(ℓ) ∈ M

∨ is the composite of the OE -linear pullback functional ϕ∗(ℓ) : ϕ∗(M ) → OE

and the inverse M ≃ ϕ∗(M ) of the OE -linearization of ϕM . To verify that this Frobenius
structure is étale (i.e., it linearizes to an isomorphism ϕ∗(M ) ≃ M ) one can establish an
alternative description of ϕM

∨ exactly as in Exercise 3.4.2.
Likewise, on the full subcategory ΦM ét,tor

OE
of objects of finite OE -length we use the duality

functor HomOE
(·, E /OE ) on which we define a ϕ-semilinear endomorphism akin to the finite

free case, now using the natural Frobenius structure on E /OE to identify E /OE with its own
scalar extension by ϕ : OE → OE . To see that this is really an étale Frobenius structure one
again works out an alternative description akin to Exercise 3.4.2, but now it is necessary to
give some thought (left to the reader) to justifying that scalar extension by ϕ : OE → OE

commutes with the formation of the E /OE -valued dual (hint: the scalar extension ϕ is flat
since it is a local map between discrete valuation rings with a common uniformizer).

Lemma 3.2.3. The category ΦM ét
OE

is abelian.

Proof. The content of this verification is to check the étaleness property for the linearized
Frobenius maps between kernels, cokernels, and images. Since the formation of cokernels
is right exact (and so commutes with reduction modulo p), the case of cokernels follows
from Lemma 3.1.3 and the observed sufficiency of checking the étaleness property modulo p.
Thus, if f : M

′ →M is a map in ΦM ét
OE

then coker f has an étale Frobenius endomorphism.
Since ϕ : OE → OE is flat, the formation of im f and ker f commutes with scalar extension

by ϕ. That is, imϕ∗(f) ≃ ϕ∗(im f) and similarly for kernels. Since the image of a linear map
in a “module category” is naturally identified with the kernel of projection to the cokernel,
the known isomorphism property for the linearizations of the Frobenius endomorphisms of
M and coker f thereby implies the same for im f . Repeating the same trick gives the result
for ker f due to the étaleness property for M

′ and im f . �

Fontaine discovered that by using the completion Ôun
E

as a “period ring”, one can de-
fine inverse equivalences of categories between RepZp

(GE) and ΦM ét
OE

recovering the inverse
equivalences DE and VE between p-torsion subcategories in Theorem 3.1.8. To make sense
of this, we first require a replacement for the basic identities EGE

s = E and E
ϕEs=1
s = Fp

that lay at the bottom of our work in the p-torsion case in §3.1.

Lemma 3.2.4. The natural inclusions OE → Ôun
E

GE

and E → (Ê un)GE are equalities, and

likewise Zp = (Ôun
E

)ϕ=1 and Qp = (Ê un)ϕ=1.

The successive approximation method used to prove this lemma will arise again later, but
for now we hold off on axiomatizing it to a wider context.
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Proof. Since GE and ϕ fix p, and Ê un = ÔE [1/p], the integral claims imply the field claims.

Hence, we focus on the integral claims. The evident inclusions OE → Ôun
E

GE

and Zp →
(Ôun

E
)ϕ=1 are local maps between p-adically separated and complete rings, so it suffices to

prove surjectivity modulo pn for all n > 1. We shall verify this by induction on n, so we first
check the base case n = 1.

By left-exactness of the formation of GE-invariants, the exact sequence

0→ Ôun
E

p→ Ôun
E
→ Es → 0

of OE -modules gives a linear injection (Ôun
E

)GE/(p) →֒ EGE
s = E of nonzero modules over

OE /(p) = E, so this injection is bijective for E-dimension reasons. In particular, the natural

map OE → (Ôun
E

)GE/(p) is surjective. Since E
ϕEs=1
s = Fp = Zp/(p), a similar argument gives

that Zp → (Ôun
E

)ϕ=1/(p) is surjective. This settles the case n = 1.

Now consider n > 1 and assume that OE → (Ôun
E

)GE/(pn−1) is surjective. Choose any

ξ ∈ (Ôun
E

)GE ; we seek x ∈ OE such that ξ ≡ x mod pn. We can choose c ∈ OE such that

ξ ≡ c mod pn−1, so ξ − c = pn−1ξ′ with ξ′ ∈ (Ôun
E

)GE . By the settled case n = 1 there exists
c′ ∈ OE such that ξ′ ≡ c′ mod p, so ξ ≡ c+ pn−1c′ mod pn with c+ pn−1c′ ∈ OE . The case of
ϕ-invariants goes similarly. �

Theorem 3.2.5 (Fontaine). There are covariant naturally quasi-inverse equivalences of
abelian categories

DE : RepZp
(GE)→ ΦM ét

OE
, VE : ΦM ét

OE
→ RepZp

(GE)

defined by

DE (V ) = (Ôun
E
⊗Zp V )GE , VE (M) = (Ôun

E
⊗OE

M)ϕ=1.

(The operator ϕDE (V ) is induced by ϕ on Oun
E

.) These functors preserve rank and invariant
factors over OE and Zp (in particular, they are length-preserving over OE and Zp for torsion
objects and preserve the property of being finite free modules over OE and Zp), and are
compatible with tensor products.

The functors DE and VE are each naturally compatible with the formation of the duality
functors HomOE

(·, E /OE ) and HomZp(·,Qp/Zp) on torsion objects, as well as with the for-
mation of the duality functors HomOE

(·,OE ) and HomZp(·,Zp) on finite free module objects.

We emphasize that it is not evident from the definitions that DE (V ) is finitely generated
over OE for every V in RepZp

(GE), let alone that its Frobenius endomorphism (induced by

the Frobenius of Ôun
E

) is étale. Likewise, it is not evident that VE (M) is finitely generated
over Zp for every M in ΦM ét

OE
, nor that the GE-action on this (arising from the GE-action

on Ôun
E

) is continuous for the p-adic topology. These properties will be established in the
course of proving Theorem 3.2.5.

Before we prove Theorem 3.2.5 we dispose of the problem of OE -module finiteness of
DE (V ) for V ∈ RepZp

(GE) via the following lemma that is a generalization of the completed
unramified descent for finite free modules that was established in the course of proving
Theorem 2.4.6.
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Lemma 3.2.6. Let R be a complete discrete valuation ring with residue field k. Choose

a separable closure ks of k and let R′ = R̂un be the completion of the associated maximal
unramified extension Run of R (with residue field ks). Let Gk = Gal(ks/k) act on R′ over R
in the canonical manner.

Let M be a finitely generated R′-module equipped with a semilinear Gk-action that is con-
tinuous with respect to the natural topology on M . The R-module MGk is finitely generated,
and the natural map

αM : R′ ⊗R (MGk)→ M

is an isomorphism, so MGk has the same rank and invariant factors over R as M does over
R′. In particular, M  MGk is an exact functor and MGk is a free R-module if and only if
M is a free R′-module.

This lemma goes beyond the completed unramified descent result that was established
(for the special case R = OK but using general methods) in the proof of Theorem 2.4.6
because we now allow M to have nonzero torsion. This requires some additional steps in the
argument.

Proof. Once the isomorphism result is established, the exactness of MGk in M follows from
the faithful flatness of R→ R′.

Let π be a uniformizer of R, so it is also a uniformizer of R′ and is fixed by the Gk-action.
We first treat the case when M has finite R′-length, which is to say that it is killed by πr

for some r > 1. We shall induct on r in this case. If r = 1 then M is a finite-dimensional
ks-vector space equipped with a semilinear action of Gk having open stabilizers, so classical
Galois descent for vector spaces as in (2.4.3) implies that the natural map ks ⊗kMGk →M
is an isomorphism. (In particular, MGk is a finite-dimensional k-vector space.) This is the
desired result in the π-torsion case.

Now suppose r > 1 and that the result is known in the πr−1-torsion case. Let M ′ = πr−1M
and M ′′ = M/M ′′. Clearly M ′ is π-torsion and M ′′ is πr−1-torsion. In particular, the settled
π-torsion case gives that M ′ is Gk-equivariantly isomorphic to a product of finitely many
copies of ks, so H1(Gk,M

′) = 0. Hence, the left-exact sequence of R-modules

0→M ′Gk →MGk →M ′′Gk → 0

is exact. The flat extension of scalars R→ R′ gives exactness of the top row in the following
commutative diagram of exact sequences

0 //R′ ⊗R M ′Gk

αM′≃
��

//R′ ⊗RMGk

αM

��

//R′ ⊗R M ′′Gk

≃αM′′

��

// 0

0 // M ′ // M // M ′′ // 0

in which the outer vertical maps αM ′ and αM ′′ are isomorphisms by the inductive hypothesis.
Thus, the middle map αM is an isomorphism. This settles the case when M is a torsion
R′-module. In particular, the functor M  MGk is exact in the torsion case.
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In the general case we shall pass to inverse limits from the torsion case. Fix n > 1. For
all m > n we have an R′-linear Gk-equivariant right exact sequence

(3.2.1) M/(πm)
πn

→M/(πm)→ M/(πn)→ 0

of torsion objects, so applying the exact functor of Gk-invariants gives a right-exact sequence
of finite-length R-modules. But MGk ≃ lim←−(M/(πm))Gk since M = lim←−(M/(πm)), and
passage to inverse limits is exact on sequences of finite-length R-modules, so passing to
the inverse limit (over m) on the right-exact sequence of Gk-invariants of (3.2.1) gives the
right-exact sequence

MGk
πn

→ MGk → (M/(πn))Gk → 0

for all n > 1. In other words, the natural R-module map MGk/(πn) → (M/(πn))Gk is an
isomorphism for all n > 1.

In the special case n = 1, we have just shown that MGk/(π) ≃ (M/(π))Gk , and our results
in the π-torsion case ensure that (M/(π))Gk is finite-dimensional over k. Hence, MGk/(π)
is finite-dimensional over k = R/(π) in general. Since MGk is a closed R-submodule of the
finitely generated R′-module M , the R-module MGk is π-adically separated and complete.
Thus, if we choose elements ofMGk lifting a finite k-basis ofMGk/(π) then a π-adic successive
approximation argument shows that such lifts span MGk over R. In particular, MGk is a
finitely generated R-module in general.

Now consider the natural map αM : R′ ⊗R MGk → M . This is a map between finitely
generated R′-modules, so to show that it is an isomorphism it suffices to prove that the
reduction modulo πn is an isomorphism for all n > 1. But αM mod πn is identified with
αM/(πn) due to the established isomorphism MGk/(πn) ≃ (M/(πn))Gk . Hence, the settled
isomorphism result in the general torsion case completes the argument. �

Now we are ready to take up the proof of Theorem 3.2.5.

Proof. For V ∈ RepZp
(GE), consider the natural Ôun

E
-linear “comparison morphism”

(3.2.2) Ôun
E
⊗OE

DE (V ) = Ôun
E
⊗OE

(Ôun
E
⊗Zp V )GE → Ôun

E
⊗Zp V.

This is compatible with the natural GE-action and Frobenius endomorphism on both sides.

Setting M = Ôun
E
⊗Zp V , the semilinear action of GE on M is continuous (due to the

hypothesis that GE acts continuously on V and the evident continuity of its action on Ôun
E

).
Thus, we can apply Lemma 3.2.6 with R = OE to deduce that DE (V ) = MGE is a finitely
generated OE -module and that (3.2.2) is an isomorphism.

We immediately obtain some nice consequences. First of all, the Frobenius structure
on DE (V ) is étale (i.e., its OE -linearization is an isomorphism) because it suffices to check

this after the faithfully flat Frobenius-compatible scalar extension OE → Ôun
E

, whereupon the
isomorphism (3.2.2) reduces this étaleness claim to the fact that the Frobenius endomorphism
ϕ⊗ 1 on the target of (3.2.2) linearizes to an isomorphism. Hence, we have shown that DE

does indeed take values in the category ΦM ét
OE

. As such, we claim that DE is an exact
functor that preserves rank and invariant factors (of Zp-modules and OE -modules) and is
naturally compatible with tensor products (in a manner analogous to the tensor compatibility
that we have already established in the p-torsion case in Theorem 3.1.8). It suffices to
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check these properties after faithfully flat scalar extension to Ôun
E

, and after applying such a
scalar extension we may use (3.2.2) to transfer the claims to their analogues for the functor

V  Ôun
E
⊗Zp V , all of which are obvious.

Now we can establish half of the claim concerning inverse functors: for any V in RepZp
(GE)

we claim that VE (DE (V )) is naturally Zp[GE ]-linearly isomorphic to V (but we have not yet
proved that VE carries general étale ϕ-modules over OE into RepZp

(GE)!). By passing to

ϕ-invariants on the isomorphism (3.2.2) we get a natural Zp[GE]-linear isomorphism

VE (DE (V )) ≃ (Ôun
E
⊗Zp V )ϕ=1,

so we just have to show that the natural Zp[GE ]-linear map

V → (Ôun
E
⊗Zp V )ϕ=1

defined by v 7→ 1⊗ v is an isomorphism. To justify this, it suffices to show that the diagram

0→ Zp → Ôun
E

ϕ−1→ Ôun
E
→ 0

is an exact sequence, since the rightmost term is Zp-flat (so applying V ⊗Zp (·) then yields
an exact sequence, giving the desired identification of V with a space of ϕ-invariants).

The identification of Zp with ker(ϕ− 1) in Ôun
E

follows from Lemma 3.2.4, so we just have

to show that ϕ−1 is surjective as a Zp-linear endomorphism of Ôun
E

. By p-adic completeness

and separatedness of Ôun
E

, along with the fact that ϕ−1 commutes with multiplication by p,

we can use successive approximation to reduce to checking the surjectivity on Ôun
E
/(p) = Es.

But on Es the self-map ϕ− 1 becomes x 7→ xp − x, which is surjective since Es is separably
closed.

We now turn our attention to properties of VE , the first order of business being to show
that it takes values in the category RepZp

(GE). Our analysis of VE rests on an analogue of
Lemma 3.2.6:

Lemma 3.2.7. For any M in ΦM ét
OE

, the Zp-module VE (M) is finitely generated and the

natural Ôun
E

-linear GE-equivariant Frobenius-compatible map

Ôun
E
⊗Zp VE (M) = Ôun

E
⊗Zp (Ôun

E
⊗OE

M)ϕ=1 → Ôun
E
⊗OE

M

is an isomorphism. In particular, VE (M) is exact in M , it has the same rank and invariant
factors as M , and its formation is naturally compatible with tensor products.

Proof. We will handle the case when M is a torsion object, and then the general case is
deduced from this by passage to inverse limits as in the proof of Lemma 3.2.6. Hence, we
assume that M is killed by pr for some r > 1, and we shall induct on r. The case r = 1
is the known case of étale ϕ-modules over E that we worked out in the proof of Theorem
3.1.8. To carry out the induction, consider r > 1 such that the desired isomorphism result
is known in the general pr−1-torsion case. Letting M ′ = pr−1M and M ′′ = M/M ′, we have
an exact sequence

0→M ′ →M → M ′′ → 0
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in ΦM ét
OE

with M ′ killed by p and M ′′ killed by pr−1. Applying the flat scalar extension

OE → Ôun
E

gives an exact sequence, and we just need to check that the resulting left-exact
sequence

0→ VE (M ′)→ VE (M)→ VE (M ′′)

of ϕ-invariants is actually surjective on the right, for then we can do a diagram chase to infer
the desired isomorphism property for M from the settled cases of M ′ and M ′′ much like in
the proof of Lemma 3.2.6.

Consider the commutative diagram of exact sequences of Zp-modules

0 // Ôun
E
⊗OE

M ′

ϕ−1

��

// Ôun
E
⊗OE

M

ϕ−1

��

// Ôun
E
⊗OE

M ′′

ϕ−1

��

// 0

0 // Ôun
E
⊗OE

M ′ // Ôun
E
⊗OE

M // Ôun
E
⊗OE

M ′′ // 0

The kernels of the maps ϕ−1 are the submodules of ϕ-invariants, so the induced diagram of
kernels is the left-exact sequence that we wish to prove is short exact. Hence, by the snake
lemma it suffices to show that the cokernel along the left side vanishes. Since M ′ is p-torsion,
the left vertical map is the self-map ϕ− 1 of Es ⊗E M ′, and we just need to show that this
self-map is surjective. But M ′ is an étale ϕ-module over E, so our work in the p-torsion case
(see (3.1.1)) gives the Frobenius-compatible Fp[GE ]-linear comparison isomorphism

Es ⊗E M ′ ≃ Es ⊗Fp V
′

with V ′ = VE(M ′) ∈ RepFp
(GE). Hence, the surjectivity problem is reduced to the surjec-

tivity of ϕEs − 1 : x 7→ xp − x on Es, which holds since Es is separably closed. �

Returning to the proof of Theorem 3.2.5, as an immediate application of Lemma 3.2.7
we can prove that the GE-action on the finitely generated Zp-module VE (M) is continuous
(for the p-adic topology). It just has to be shown that the action is discrete (i.e., has open
stabilizers) modulo pn for all n > 1, but the exactness in Lemma 3.2.7 gives VE (M)/(pn) ≃
VE (M/(pn)), so it suffices to treat the case when M is pn-torsion for some n > 1. In this case

VE (M) is the space of ϕ-invariants in Ôun
E
⊗OE

M = Oun
E
/(pn) ⊗OE /(pn) M , so it suffices to

prove that the GE-action on Oun
E
/(pn) has open stabilizers. Even the action on Oun

E
has open

stabilizers, since Oun
E

is the rising union of finite étale extensions OE → O ′
E

corresponding
to finite separable extensions E ′/E inside of Es (with O ′

E
/(p) = E ′) and such a finite étale

extension is invariant by the action of the open subgroup GE′ ⊆ GE (as can be checked by
inspecting actions on the residue field). Thus, we have shown that VE takes values in the
expected category RepZp

(GE).
If we pass to GE-invariants on the isomorphism in Lemma 3.2.7 then we get an OE -linear

Frobenius-compatible isomorphism

DE (VE (M)) ≃ (Ôun
E
⊗OE

M)GE

for any M ∈ ΦM ét
OE

. Let us now check that the target of this isomorphism is naturally

isomorphic to M via the OE -linear Frobenius-compatible map h : M → (Ôun
E
⊗OE

M)GE

defined by d 7→ 1 ⊗ d. It suffices to check the isomorphism property after the faithfully
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flat scalar extension OE → Ôun
E

. By Lemma 3.2.6 applied to M := Ôun
E
⊗OE

M with
OE in the role of R there, the OE -module MGE is finitely generated and the natural map

Ôun
E
⊗OE

MGE →M is an isomorphism. But this isomorphism carries the scalar extension

Ôun
E
⊗OE

h of h over to the identity map Ôun
E
⊗OE

M = M . Hence, the scalar extension of
h is an isomorphism, so h is as well. This completes the verification that VE and DE are
naturally quasi-inverse functors.

It remains to check the behavior of DE and VE with respect to duality functors. First
consider the full subcategories RepZp

(GE)tor and ΦM ét,tor
OE

of torsion objects, on which we use

the respective duality functors V ∨ = HomZp(V,Qp/Zp) and M∨ = HomOE
(M, E /OE ). In

this torsion case the already established tensor compatibility of DE gives a natural OE -linear
Frobenius-compatible map

DE (V )⊗DE (V ∨) ≃ DE (V ⊗ V ∨)→ DE (Qp/Zp),

where (i) we use the evaluation mapping V ⊗V ∨ → Qp/Zp in the category of Zp[GE]-modules

and (ii) for any Zp[GE ]-module W (such as Qp/Zp) we define DE (W ) = (Ôun
E
⊗ZpW )GE as an

OE -module endowed with a ϕ-semilinear Frobenius endomorphism via the GE-equivariant

Frobenius endomorphism of Ôun
E

. Clearly DE (Qp/Zp) = (Ê un/Ôun
E

)GE = (E un/Oun
E

)GE , and
the following lemma identifies this space of GE-invariants.

Lemma 3.2.8. The natural Frobenius-compatible map E /OE → (E un/Oun
E

)GE is an isomor-
phism.

Proof. If we express E un/Oun
E

as the direct limit of its pn-torsion levels (Oun
E
· p−n)/Oun

E
for

n→∞, it suffices to prove the analogous claim for the pn-torsion level for each n > 1, and
using multiplication by pn converts this into the claim that OE /(p

n) → (Oun
E
/(pn))GE is an

isomorphism for all n > 1. The injectivity is straightfoward, and the surjectivity was shown
in the proof of Lemma 3.2.4. �

By Lemma 3.2.8, we get a natural OE -linear Frobenius compatible map

(3.2.3) DE (V )⊗ DE (V ∨)→ E /OE

for V ∈ RepZp
(GE)tor, so this in turn defines a natural OE -linear Frobenius-compatible

duality comparison morphism

DE (V ∨)→ DE (V )∨.

We claim that this latter map in ΦM ét
OE

is an isomorphism (or equivalently the OE -bilinear
E /OE -valued duality pairing (3.2.3) is a perfect pairing), thereby expressing the natural
compatibility of DE with respect to duality functors on torsion objects. To establish this
isomorphism property for torsion V , we observe that both sides of the duality comparison
morphism are exact functors in V , whence we can reduce the isomorphism problem to the
p-torsion case. But in this case our duality pairing is precisely the one constructed for DE

in our study of étale ϕ-modules over E in the proof of Theorem 3.1.8 (using the natural
Frobenius-compatible E-linear identification of (E /OE )[p] with E via the basis 1/p), and in
that earlier work we already established the perfectness of the duality pairing.
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In a similar manner we can establish the compatibility of VE with duality functors on
torsion objects, by considering the functor

VE : M  (Ôun
E
⊗OE

M)ϕ=1

from the category of OE -modules endowed with a ϕ-semilinear endomorphism to the category
of Zp[GE ]-modules and verifying that

VE (E /OE ) = (Ê un/Ôun
E

)ϕ=1 ≃ Qp/Zp

via an analogue of Lemma 3.2.8. The details are left to the reader.
Finally, we consider the behavior with respect to duality on objects with finite free module

structures over Zp and OE . In this case we use the duality functors V ∨ = HomZp(V,Zp) and
M∨ = HomOE

(M,OE ) (endowed with the evident GE and Frobenius structures), and the
tensor compatibility enables us to define duality pairings similarly to the torsion case, now
resting on the identifications DE (Zp) = OE and VE (OE ) = Zp from Lemma 3.2.4. We then
get morphisms

DE (V ∨)→ DE (V )∨, VE (M∨)→ VE (M)∨

in ΦM ét
OE

and RepZp
(GE) respectively which we want to prove are isomorphisms. In view

of the finite freeness of the underlying module structures it suffices to check that these are
isomorphisms modulo p, and the exactness of VE and DE identifies these mod-p reductions
with the corresponding duality comparison morphisms from the p-torsion theory for V/pV ∈
RepFp

(GE) and M/pM ∈ ΦM ét
E . But we proved in our study of p-torsion objects that such

p-torsion duality comparison morphisms are isomorphisms. �

3.3. Qp-representations of GE. We conclude our study of p-adic representations of GE by
using our results for RepZp

(GE) to describe the category RepQp
(GE) in a similar Frobenius-

semilinear manner. Inspired by Lemma 1.2.6, the idea is that we should use finite-dimensional
E -vector spaces (equipped with suitable Frobenius semilinear automorphisms) rather than
finite free OE -modules. However, we will see that there is a subtlety, namely that we need
to impose some integrality requirements on the Frobenius structure (whereas in the Galois
case the analogous integrality condition, the existence of a Galois-stable Zp-lattice, is always
automatically satisfied: Lemma 1.2.6). For clarity, we now write ϕOE

to denote the Frobenius
endomorphism of OE and ϕE to denote the induced endomorphism of its fraction field E =
OE [1/p].

To motivate the correct definition of an étale ϕ-module over E , consider V ∈ RepQp
(GE)

and define the E -vector space

DE (V ) = (Ê un ⊗Qp V )GE

equipped with the ϕE -semilinear endomorphism ϕDE (V ) induced by theGE-equivariant Frobe-

nius endomorphism of Ê un. It may not be immediately evident if DE (V ) is finite-dimensional
over E or if its Frobenius structure E -linearizes to an isomorphism, but by Lemma 1.2.6 both
of these properties and more can be readily deduced from our work in the integral case:

Proposition 3.3.1. For V ∈ RepQp
(GE) D := DE (V ) has finite E -dimension dimE D =

dimQp V , and the E -linearization ϕ∗
E
(D)→ D of ϕD is an isomorphism. Moreover, there is

a ϕD-stable OE -lattice L ⊆ D such that the OE -linearization ϕ∗
OE

(L)→ L is an isomorphism.
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Proof. By Lemma 1.2.6, we have V = Qp ⊗Zp Λ for Λ ∈ RepZp
(GE) that is finite free as a

Zp-module. Thus, from the definition we have

DE (V ) = DE (Λ)[1/p] ≃ E ⊗OE
DE (Λ)

as E -vector spaces endowed with a ϕE -semilinear endomorphism. Since DE (Λ) ∈ ΦM ét
OE

and
this is finite free as an OE -module with rank equal to rankZp(Λ) = dimQp(V ), we are done
(take L = DE (Λ)). �

Proposition 3.3.1 motivates the following definition.

Definition 3.3.2. An étale ϕ-module over E is a finite-dimensional E -vector space D
equipped with a ϕE -semilinear endomorphism ϕD : D → D whose linearization ϕ∗

E
(D)→ D

is an isomorphism and which admits a ϕD-stable OE -lattice L ⊆ D such that (L, ϕD|L) ∈
ΦM ét

OE
(i.e., the linearization ϕ∗

OE
(L)→ L induced by ϕD is an isomorphism). The category

of such pairs (D,ϕD) is denoted ΦM ét
E

.

The lattice L in Definition 3.3.2 is auxiliary data and is not at all canonical. In Definition
3.3.2 the existence of the ϕD-stable L ∈ ΦM ét

OE
forces ϕD to E -linearize to an isomorphism,

but it seems more elegant to impose this latter étaleness property on ϕD before we mention
the hypothesis concerning the existence of the non-canonical L. Such OE -lattices L are
analogous to Galois-stable Zp-lattices in an object of RepQp

(Γ) for a profinite group Γ: their
existence is a useful device in proofs, but they are not part of the intrinsic structure of
immediate interest.

Example 3.3.3. The naive definition one may have initially imagined for an étale ϕ-module
over E is a finite-dimensional E -vector spaceD equipped with a ϕE -semilinear endomorphism
ϕD whose E -linearization is an isomorphism. However, this is insufficient for getting an
equivalence with RepQp

(GE) because such objects (D,ϕD) can fail to admit a Frobenius-

stable (let alone étale) OE -lattice L as in Proposition 3.3.1. The problem is that the Frobenius
endomorphism ϕD can lack good integrality properties; there is no analogue of Lemma 1.2.6
on the Frobenius-semilinear module side.

To give a concrete example, let D = E and define ϕD = p−1 · ϕE . In this case for any
nonzero x ∈ D we have

ϕD(x) = p−1 · ϕE (x) = p−1 · ϕE (x)

x
· x.

Since the multiplier ϕE (x)/x lies in O
×
E

, the additional factor of 1/p prevents ϕD(x) from
being an OE -multiple of x. The OE -lattices in E are precisely the OE -modules OE · x for
x ∈ E ×, so we conclude that there is no ϕD-stable OE -lattice L in D (let alone one whose
Frobenius endomorphism linearizes to a lattice isomorphism).

There is an evident functor ΦM ét
OE
→ ΦM ét

E
given by L L[1/p] = E ⊗OE

L, and

HomΦM ét
OE

(L,L′)[1/p] = HomΦM ét
E

(L[1/p], L′[1/p]),

so ΦM ét
E

is identified with the “isogeny category” of ΦM ét
OE

. In particular, ΦM ét
E

is abelian.
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Theorem 3.3.4. The functors DE (V ) := (Ê un ⊗Qp V )ϕ=1 and VE (D) := (Ê un ⊗E D)GE are
rank-preserving exact quasi-inverse equivalences between RepQp

(GE) and ΦM ét
E

that naturally
commute with the formation of tensor products and duals.

Proof. If Λ is a GE-stable Zp-lattice in V then we have seen that DE (V ) = DE (Λ)[1/p], and
likewise if we choose (as we may by definition) an étale ϕ-module L that is a Frobenius-
stable OE -lattice in a chosen D ∈ ΦM ét

E
then VE (D) = VE (L)[1/p]. Thus, everything

is immediately obtained by p-localization on our results comparing RepZp
(GE) and ΦM ét

OE

(using the full subcategories of objects with finite free module structures over Zp and OE ). �

3.4. Exercises.

Exercise 3.4.1. It is crucial to recognize that in the semilinear setting, matrices describing
maps have slightly twisted transformation laws (and so concepts like eigenvalue and charac-
teristic polynomial no longer make sense, though are useful for inspiration).

Let R be a ring equipped with an endomorphism φ : R → R. For any R-module M , let
φ∗(M) = R⊗φ,RM be an R-module via the left tensor factor.

(1) A φ-semilinear map T : M ′ → M between two R-modules is an additive map such

that T (cm′) = φ(c)T (m′) for all m′ ∈ M ′ and c ∈ R. Let Homφ
R(M ′,M) denote the

set of these. Give it a natural R-module structure in two ways.
(2) Associated to any T ∈ Homφ

R(M ′,M) is the R-linear map Tlin : φ∗(M ′)→M defined
by c ⊗m′ 7→ cT (m′), called the linearization of T . Show that linearization defines

an additive bijection Homφ
R(M ′,M) ≃ HomR(φ∗(M ′),M). The natural R-module

structure on the target Hom-set matches one of the two on the source Hom-set.
Which one?

(3) Now suppose M ′ and M are free R-modules of respective ranks d′, d > 1, Fix bases

e = {e1, . . . , dd} of M and e′ = {e′1, · · · e′d′} of M ′. For any T ∈ Homφ
R(M ′,M), the

associated matrix e′[T ]e ∈ Matd×d′(R) is the matrix (cij) defined via the conditions

T (e′j) =
∑

i cijei. Show this defines a bijection Homφ
R(M ′,M) ≃ Matd×d′(R). The

R-module structure on matrices matches one of the two on Homφ
R(M ′,M). Which

one? Also translate composition of φ-semilinear maps into the language of matrices
(there is a φ-twist in the formula).

(4) Continuing with the same notation, let φ∗(e′) be the R-basis {1 ⊗ ei} of φ∗(M).
Show that e′ [T ]e is exactly the usual matrix φ∗(e′)[Tlin]e associated to the linearization
(relative to the corresponding bases).

(5) Let f = {f1, . . . , fd} and f ′ = {f ′
1, . . . , f

′
d} be other choices of bases, and let A =

f [idM ]e and A′ = f ′[idM ′ ]e′. Double check that these are the “change of basis matrices”
converting e-coordinates into f-coordinates and e′-coordinates into f ′-coordinates
(not the other way around).

Prove the following twisted version of the usual transformation law:

f [T ]f ′ = Ae[T ]e′φ(A′)−1,

where by φ(A′) we mean the matrix obtained by applying φ to all matrix entries.
Explain by pure thought why the φ appears where it does in this formula. In the
special case M ′ = M , e′ = e, and f ′ = f , explain why concepts such as characteristic
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polynomial, trace, and determinant generally make no sense when φ 6= idR. (Example
8.1.3 gives an especially nice example in characteristic 0.) Show that the element
det(e[T ]e) ∈ R is well-defined up to multiplication by u/φ(u) for u ∈ R×.

(6) Now take R = E = k((u)) with k a perfect field of characteristic p > 0 (so R× =
E× 6= k[[u]]×), and let (M,ϕM) be a ϕ-module of dimension d over E. Using suitable
u-power multiplications on an initial choice of basis, show that there is always a basis
such that the associated matrix of ϕM lies in Matd(k[[u]]); that is, there is always
a ϕ-stable k[[u]]-lattice in M . Assuming ϕM 6= 0, find another basis for which the
matrix does not lie in Matd(k[[u]]).

Exercise 3.4.2. Let E be a field of characteristic p > 0, and M0 an étale ϕ-module over E.
Prove that ϕM∨

0
: M∨

0 → M∨
0 is the ϕE-semilinear map whose E-linearization is the

isomorphism

ϕ∗
E(M∨

0 ) ≃ (ϕ∗
E(M0))

∨ ≃ M∨
0

with the final isomorphism defined to be inverse to the linear dual of the E-linear isomorphism
ϕ∗
E(M0) ≃M0 induced by linearization of ϕM0 .

Exercise 3.4.3. Let E be a field of characteristic p > 0 and fix an associated pair (OE , ϕ)
consisting of a Cohen ring for E and a Frobenius lift. Consider Fontaine’s equivalence
RepZp

(GE) ≃ ΦM ét
OE

between p-adic representations of GE over Zp and étale ϕ-modules

over OE . Let E ′/E be a separable algebraic extension inside of Es, and let (OE ′, ϕ′) be the
canonically associated pair over (OE , ϕ).

(1) The restriction functor ResGE
GE′

: RepZp
(GE) → RepZp

(GE′) translates into a functor

ΦM ét
OE
→ ΦM ét

OE ′
. Prove it is completed extension of scalars: D  OE ′⊗OE

D with

the associated diagonal Frobenius operator (which is still étale).
(2) Assume E ′/E is finite. The induction functor RepZp

(GE′)→ RepZp
(GE) is defined as

follows: IndGE
GE′

(V ′) is the set of functions f : GE → V ′ which “transform according to

the GE′-action on V ′; that is, f(g′g) = g′.f(g) for all g ∈ GE and g′ ∈ GE′. The GE-
action is defined to be (g.f)(x) = f(xg) (so indeed g.f ∈ IndGE

GE′
(V ′) and f 7→ g.f is a

left GE-action). There is a natural Zp[GE′]-module map ηV ′ : ResGE
GE′

IndGE
GE′

(V ′)→ V ′

via f 7→ f(1). Prove that the resulting composite

HomZp[GE ](V, IndGE
GE′

(V ′))→ HomZp[GE′ ](ResGE
GE′

(V ), V ′)

via T 7→ ηV ′ ◦ ResGE
GE′

(T ) is bijective, so induction is right adjoint to restriction.
Interpret induction in terms of étale ϕ-modules. Watch out for the variances of the

functors! What if we work with the alternative construction V ′  Zp[GE]⊗Zp[GE′ ] V
′

(in the spirit of compact induction)?

Exercise 3.4.4. Why is Example 3.3.3 not inconsistent with the existence of ϕ-stable lattices
in the setting of Exercise 3.4.1(6)? (That is, why does the solution of that exercise not apply
to Example 3.3.3?)
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4. Better ring-theoretic constructions

4.1. From gradings to filtrations. The ring BHT provides a convenient mechanism for
working with Hodge–Tate representations, but the Hodge–Tate condition on a p-adic repre-
sentation of the Galois group GK of a p-adic field K is too weak to be really useful. What we
seek is a class of p-adic representations that is broad enough to include the representations
arising from algebraic geometry but also small enough to permit the existence of an equiv-
alence of categories with (or at least a fully faithful exact tensor functor to) a category of
semilinear algebra objects. Based on our experience with Hodge–Tate representations and
étale ϕ-modules, we can expect that on the semilinear algebra side we will need to work with
modules admitting some kind of structures like Frobenius endomorphisms and gradings (or
filtrations). We also want the functor relating our “good” p-adic representations of GK to
semilinear algebra to be defined by a period ring that is “better” than BHT and allows us
to recover BHT (i.e., whatever class of good representations we study should at least be of
Hodge–Tate type).

The ring BHT = ⊕qCK(q) is a graded CK-algebra endowed with a compatible semilinear
GK-action. In view of the isomorphism (2.4.6) in GrK , the grading on BHT is closely related
to the grading on the Hodge cohomology Hn

Hodge(X) = ⊕p+q=nHp(X,Ωq
X/K) for smooth proper

K-schemes X. To motivate how we should refine BHT, we can get a clue from the refinement
of Hn

Hodge(X) given by the algebraic de Rham cohomology Hn
dR(X/K). This is not the place

to enter into the definition of algebraic de Rham cohomology, but it is instructive to record
some of its properties.

For any proper scheme X over any field k whatsoever, the algebraic de Rham cohomologies
Hn(X) = Hn

dR(X/k) are finite-dimensional k-vector spaces endowed with a natural decreasing
(Hodge) filtration

Hn(X) = Fil0(Hn(X)) ⊇ Fil1(Hn(X)) ⊇ · · · ⊇ Filn+1(Hn(X)) = 0

by k-subspaces and Filq(Hn(X))/Filq+1(Hn(X)) is naturally a subquotient of Hn−q(X,Ωq
X/k),

with a natural equality

Filq(Hn(X))/Filq+1(Hn(X)) = Hn−q(X,Ωq
X/k)

if char(k) = 0.

Definition 4.1.1. A filtered module over a commutative ring R is an R-module M endowed
with a collection {FiliM}i∈Z of submodules that is decreasing in the sense that Fili+1(M) ⊆
Fili(M) for all i ∈ Z. If ∪Fili(M) = M then the filtration is exhaustive and if ∩Fili(M) = 0
then the filtration is separated. For any filtered R-module M , the associated graded module
is gr•(M) = ⊕i(Fili(M)/Fili+1(M)).

A filtered ring is a ring R equipped with an exhaustive and separated filtration {Ri} by
additive subgroups such that 1 ∈ R0 and Ri · Rj ⊆ Ri+j for all i, j ∈ Z. (In particular,
R0 is a subring of R and each Ri is an R0-submodule of R.) The associated graded ring is
gr•(R) = ⊕iRi/Ri+1. If k is a ring then a filtered k-algebra is a k-algebra A equipped with
a structure of filtered ring such that the filtered pieces Ai are k-submodules of A, and the
associated graded k-algebra is gr•(A) = ⊕iAi/Ai+1.
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Example 4.1.2. Let R be a discrete valuation ring with maximal ideal m and residue field
k, and let A = Frac(R). There is a natural structure of filtered ring on A via Ai = mi for
i ∈ Z. In this case the associated graded ring gr•(A) is a k-algebra that is non-canonically
isomorphic to a Laurent polynomial ring k[t, 1/t] upon choosing a k-basis of m/m2. Note

that canonically gr•(A) = gr•(Â), where Â denotes the fraction field of the completion R̂ of
R.

For a smooth proper C-scheme X, Grothendieck constructed a natural C-linear isomor-
phism Hn

dR(X/C) ≃ C ⊗Q Hn
top(X(C),Q). Complex conjugation on the left tensor factor

of the target defines a conjugate-linear automorphism v 7→ v of Hn
dR(X/C), and by Hodge

theory this determines a canonical splitting of the Hodge filtration on Hn
dR(X/C) via the

C-subspaces Hn−q,q := F n−q ∩ F q where F j = Filj(Hn
dR(X/C)); i.e., Hn−q,q ≃ F q/F q+1 for

all q, so F j = ⊕q>jHn−q,q. Moreover, in Hodge theory one constructs a natural isomorphism
Hn−q,q ≃ Hn−q(X,Ωq

X/C). In particular, complex conjugation gives rise to a canonical split-

ting of the Hodge filtration when the ground field is C. This splitting rests on algebraic
topology and complex conjugation on C.

In the general algebraic case over an arbitrary field k of characteristic 0, the best one
has canonically is that for any smooth proper k-scheme X, the k-vector space Hn

dR(X/k)
is naturally endowed with an exhaustive and separated filtration whose associated graded
vector space

gr•(Hn
dR(X/k)) :=

⊕

q

Filq(Hn
dR(X/k))/Filq+1(Hn

dR(X/k))

is the Hodge cohomology ⊕qHn−q(X,Ωq
X/k) of X. This filtration generally does not admit a

functorial splitting.
A natural idea for improving Faltings’ comparison isomorphism (2.4.6) between p-adic

étale and graded Hodge cohomology via BHT is to replace the graded CK-algebra BHT with
a filteredK-algebra BdR endowed with a GK-action respecting the filtration such that (i) BdR

is (Qp, GK)-regular, with BGK
dR = K, (ii) Fil0(BdR)/Fil1(BdR) ≃ CK as rings with GK-action,

and (iii) there is a canonical GK-equivariant isomorphism gr•(BdR) ≃ BHT as graded CK-
algebras. Given such a BdR, consider the associated functor DdR(V ) = (BdR ⊗Qp V )GK on
RepQp

(GK) with values in finite-dimensional K-vector spaces. This has a functorial filtration

via Fili(DdR(V )) = (Fili(BdR)⊗Qp V )GK , and it is exhaustive and separated since the same
holds for the filtration on BdR (by the definition of a filtered ring). By left-exactness of
(·)GK , there is an evident natural injective map

gr•(DdR(V )) →֒ (gr•(BdR)⊗Qp V )GK = (BHT ⊗Qp V )GK = DHT(V )

of graded K-vector spaces, so if V is BdR-admissible then

dimQp V = dimK DdR(V ) = dimK gr•(DdR(V )) 6 dimK DHT(V ) 6 dimQp V,

so V is necessarily Hodge–Tate. In this sense, any such DdR is a finer invariant than DHT.
A serious test of a good definition for BdR is that it should lead to a refinement of Faltings’

comparison theorem between p-adic étale and Hodge cohomology, by using de Rham coho-
mology instead. That is, for smooth properX over K the p-adic representations Hn

ét(XK ,Qp)
should be BdR-admissible with a natural isomorphism DdR(Hn

ét(XK ,Qp)) ≃ Hn
dR(X/K)
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whose induced isomorphism between associated graded K-vector spaces is Faltings’ com-
parison isomorphism between p-adic étale and Hodge cohomologies.

Inspired by Example 4.1.2 and the description BHT ≃ CK [T, T−1], we are led to seek a
complete discrete valuation ring B+

dR over K (with maximal ideal denoted m) endowed with
a GK-action such that the residue field is naturally GK-equivariantly isomorphic to CK and
the Zariski cotangent space m/m2 is naturally isomorphic to CK(1) in RepCK

(GK). Since
there is a canonical isomorphism mi/mi+1 ≃ (m/m2)⊗i in RepCK

(GK) for all i ∈ Z, for the
fraction field BdR of such a ring B+

dR we would then canonically have gr•(BdR) ≃ BHT as
graded CK-algebras with GK-action.

Example 4.1.3. A naive guess is to take B+
dR =

∏
q>0 CK(q) ≃ CK [[t]] with GK-action given

by g(
∑
ant

n) =
∑
g(an)χ(g)ntn. This does not lead to new concepts refining the theory

of Hodge–Tate representations since the product decomposition canonically defines a GK-
equivariant splitting of the filtration on mi/mj for any i, j ∈ Z with j > i. In other words,
for such a choice of complete discrete valuation ring the filtration is too closely related
to a grading to give anything interesting (beyond what we already get from the Hodge–
Tate theory). More specifically, with such a definition we would get DdR = DHT (with
canonically split filtration), so there could not be any comparison isomorphism obtained in
this way between p-adic étale and de Rham cohomolgies, as the filtration on the latter is not
functorially split.

A more promising idea is to imitate the procedure in commutative algebra whereby for
perfect fields k of characteristic p > 0 there is a functorially associated complete discrete
valuation ring W(k) (of Witt vectors) that has uniformizer p and residue field k. (See §4.2.) A
big difference is that now we want to functorially build a complete discrete valuation ring with
residue field CK of characteristic 0 (and we will not expect to have a canonical uniformizer).
Thus, we cannot use a naive Witt construction (as in §4.2). Nonetheless, we shall see that an
artful application of Witt-style ideas will give rise to the right equicharacteristic-0 complete
discrete valuation ring B+

dR for our purposes (and though any complete discrete valuation
ring with residue field F of characteristic 0 is abstractly isomorphic to F [[t]] by commutative
algebra, such a structure will not exist for B+

dR in a GK-equivariant manner).

Remark 4.1.4. We should emphasize at the outset that B+
dR will differ from

∏
q>0 CK(q) (as

complete discrete valuation rings with GK-action and residue field CK) in at least two key
respects. First, as we just noted, there will be no GK-equivariant ring-theoretic section to
the reduction map from B+

dR onto its residue field CK . Second, even the quotient B+
dR/m

2

as an extension of CK by CK(1) will have no GK-equivariant additive splitting. (This is
not inconsistent with Example 2.2.6 because B+

dR/m
2 does not admit a GK-equivariant CK-

structure as required there.)

Roughly speaking, the idea behind the construction of B+
dR is as follows. Rather than

try to directly make a canonical complete discrete valuation ring with residue field CK , we
observe that CK = OCK

[1/p] with OCK
= lim←−OCK

/(pn) = lim←−OK/(p
n) closely related to

p-power torsion rings. Hence, it is more promising to try to adapt Witt-style constructions
for OCK

than for CK . We will make a certain height-1 valuation ring R of equicharacteristic
p whose fraction field Frac(R) is algebraically closed (hence perfect) such that there is a
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natural GK-action on R and a natural surjective GK-equivariant map

θ : W(R)։ OCK
.

(Note that W(R) ⊆ W(Frac(R)), so W(R) is a domain of characteristic 0.) We would
then get a surjective GK-equivariant map θQ : W(R)[1/p] ։ OCK

[1/p] = CK . Since R is
like a 1-dimensional ring, W(R) is like a 2-dimensional ring and so W(R)[1/p] is like a 1-
dimensional ring. The ring structure of W(A) is generally pretty bad if A is not a perfect field
of characteristic p, but as long as the maximal ideal ker θQ is principal and nonzero we can
replace W(R)[1/p] with its ker θQ-adic completion to obtain a canonical complete discrete
valuation ring B+

dR having residue field CK (and it will satisfy all of the other properties that
we shall require).

4.2. Witt vectors and universal Witt constructions. Let k be a finite field of charac-
teristic p and let A be the valuation ring of the finite unramified extension of Zp with residue
field k. Let [·] : k → A be the multiplicative Teichmüller lifting (carrying 0 to 0 and sending
k× isomorphically onto µq−1(A) with q = #k), so every element a ∈ A admits a unique
expansion a =

∑
n>0[cn]p

n with cn ∈ k. For any such a ∈ A and a′ =
∑

n>0[c
′
n]p

n ∈ A, it is
natural to ask if we can compute the Teichmüller expansions of a+ a′ and aa′ by “universal
formulas” (independent of k beyond the specification of the characteristic as p) involving
only algebraic operations over Fp on the sequences {cn} and {c′n} in k. Since A is functori-
ally determined by k it is not unreasonable to seek this kind of reconstruction of A in such
a direct manner in terms of k.

One can work out such formulas in some low-degree Teichmüller coefficients, and then
it becomes apparent that what really matters about k is not its finiteness but rather its
perfectness. Rather than give a self-contained complete development of Witt vectors from
scratch, we refer the reader to [44, Ch. II, §4–§6] for such a development. Some aspects of
this theory will be reviewed below as necessary, but we assume that the reader has some
previous experience with the ring of Witt vectors W(A) for an arbitrary commutative ring
A (not just for Fp-algebras A).

Let A be a perfect Fp-algebra (i.e., an Fp-algebra for which a 7→ ap is an automorphism
of A). Observe that the additive multiplication map p : W(A) → W(A) is given by (ai) 7→
(0, ap0, a

p
1, . . . ), so it is injective and the subset pn W(A) ⊆ W(A) consists of Witt vectors

(ai) such that a0 = · · · = an−1 = 0 since A is perfect, so we naturally have W(A)/(pn) ≃
Wn(A) by projection to the first n Witt components. Hence, the natural map W(A) →
lim←−W(A)/(pn) is an isomorphism. Thus, W(A) for perfect Fp-algebras A is a strict p-ring
in the sense of the following definition.

Definition 4.2.1. A p-ring is a ring B that is separated and complete for the topology
defined by a specified decreasing collection of ideals b1 ⊇ b2 ⊇ . . . such that bnbm ⊆ bn+m

for all n,m > 1 and B/b1 is a perfect Fp-algebra (so p ∈ b1).
We say that B is a strict p-ring if moreover bi = piB for all i > 1 (i.e., B is p-adically

separated and complete with B/pB a perfect Fp-algebra) and p : B → B is injective.

In addition to W(A) being a strict p-ring for perfect Fp-algebras A, a wide class of (gen-
erally non-strict) p-rings is given by complete local noetherian rings with a perfect residue
field of characteristic p > 0 (taking bi to be the ith power of the maximal ideal).
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Lemma 4.2.2. Let B be a p-ring. There is a unique set-theoretic section rB : B/b1 → B to
the reduction map such that rB(xp) = rB(x)p for all x ∈ B/b1. Moreover, rB is multiplicative
and rB(1) = 1.

Proof. This proceeds by the same method as used in the development of the theory of Witt
vectors, as follows. By perfectness of the Fp-algebra B/b1, we can make sense of xp

−n
for

all x ∈ B/b1 and all n > 1. For any choice of lift x̂p−n ∈ B of xp
−n

, the sequence of

powers x̂p−n
pn

is Cauchy for the b1-adic topology. Indeed, for n′ > n we have x̂p−n′
pn′

−n

≡

x̂p−n mod b1, so raising to the pn-power gives x̂p−n′
pn′

≡ x̂p−n
pn

mod (pbn1 , b
pn

1 ) since in general
if y ≡ y′ mod J for an ideal J in a ring R with p ∈ J (such as J = b1 in R = B) then

yp
n ≡ y′p

n

mod (pJn, Jp
n
) for all n > 1. Since bi1 ⊆ bi for all i > 1 and B is assumed to be

separated and complete for the topology defined by the bi’s, there is a well-defined limit

rB(x) = lim
n→∞

x̂p−n
pn

∈ B

relative to this topology. Obviously rB(xp) = rB(x)p. If we make another choice of lifting

x̃p−n then the congruence x̂p−n ≡ x̃p−n mod b1 implies x̂p−n
pn

≡ x̃p−n
pn

mod (pbn1 , b
pn

1 ) for
all n > 1, whence the limit r̃B(x) constructed using these other liftings satisfies r̃B(x) ≡
rB(x) mod bn for all n > 1, so r̃B(x) = rB(x). In other words, rB(x) is independent of the

choice of liftings x̂p−n .
In particular, if ρB is a p-power compatible section as in the statement of the lemma then

we could choose x̂p−n = ρB(xp
−n

) for all n > 1 in the construction of rB(x), so

x̂p−n
pn

= ρB((xp
−n

)p
n

) = ρB(x).

Passing to the limit gives rB(x) = ρB(x). This proves the uniqueness in the lemma, so it
remains to check that rB is multiplicative and rB(1) = 1. The latter condition follows from

the construction, and for the multiplicativity we observe that ̂(xy)p−n can be chosen to be
rB(xp

−n
)rB(yp

−n
) in the construction of rB(xy), so passing to pn-powers and then to the limit

gives rB(x)rB(y) = rB(xy). �

An immediate consequence of this lemma is that in a strict p-ring B endowed with the
p-adic topology (relative to which it is separated and complete), each element b ∈ B has the
unique form b =

∑
n>0 rB(bn)p

n with bn ∈ B/b1 = B/pB. This leads to the following useful
universal property of certain Witt rings.

Proposition 4.2.3. If A is a perfect Fp-algebra and B is a p-ring, then the natural “reduc-
tion” map Hom(W(A), B) → Hom(A,B/b1) (which makes sense since A = W(A)/(p) and
p ∈ b1) is bijective. More generally, for any strict p-ring B, the natural map

Hom(B, B)→ Hom(B/(p), B/b1)

is bijective for every p-ring B.
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In particular, since B and W(B/(p)) satisfy the same universal property in the category
of p-rings for any strict p-ring B, strict p-rings are precisely the rings of the form W(A) for
perfect Fp-algebras A.

Proof. Elements β ∈ B have the unique form β =
∑

n rB(βn)p
n for βn ∈ B/(p). By

construction, the multiplicative sections rB and rB are functorial with respect to any ring
map h : B → B and the associated reduction h : B/(p)→ B/b1, so

h(β) =
∑

h(rB(βn))p
n =

∑
rB(h(βn))p

n,

whence h is uniquely determined by h. To go in reverse and lift ring maps, we have to show
that if h : B/(p)→ B/b1 is a given ring map then the map of sets B → B defined by

β =
∑

rB(βn)p
n 7→

∑
rB(h(βn))p

n

is a ring map. This map respects multiplicative identity elements, so we have to check
additivity and multiplicativity. For this it suffices to prove quite generally that in an arbitrary

p-ring C, the ring structure on a pair of elements c =
∑
rC(cp

−n

n )pn and c′ =
∑
rC(c′n

p−n

)pn

with sequences {cn} and {c′n} in C/c1 is given by formulas

c + c′ =
∑

rC(Sn(c0, . . . , cn; c
′
0, . . . , c

′
n)
p−n

)pn, cc′ =
∑

rC(Pn(c0, . . . , cn; c
′
0, . . . , c

′
n)
p−n

)pn

for universal polynomials Sn, Pn ∈ Z[X0, . . . , Xn;Y0, . . . , Yn]. In fact, we can take Sn and Pn
to be the universal nth Witt addition and multiplication polynomials in the theory of Witt
vectors. The validity of such universal formulas is proved by the same arguments as in the
proof of uniqueness of such Witt polynomials. �

Let us give two important applications of Proposition 4.2.3. First of all, for a p-adic field
K with (perfect) residue field k we recover the theory of its maximal unramified subex-
tension. Indeed, since OK endowed with the filtration by powers {mi}i>1 of its maximal
ideal m is a p-ring, there is a unique map of rings W(k) → OK lifting the identification
W(k)/(p) = k = OK/m. Since p has nonzero image in the maximal ideal m of the domain
OK , this map W(k) → OK is local and injective. Moreover, OK/(p) is thereby a vector
space over W(k)/(p) = k with basis {1, π, . . . , πe−1} for a uniformizer π and e = ordK(p),
so by successive approximation and p-adic completeness and separatedness of OK it follows
that {πi}06i<e is a W(k)-basis of OK. In particular, OK is a finite free module over W(k) of
rank e, so likewise K = OK [1/p] is a finite extension of K0 = W(k)[1/p] of degree e, and it
must be totally ramified as such since the residue fields coincide. We call K0 the maximal
unramified subfield of K, and for finite k this coincides with the classical notion that goes
by the same name.

Remark 4.2.4. Let k denote the algebraic closure of k given by the residue field of OK .
Although OK is not p-adically complete – so we cannot generally embed W(k) into OK –
the (non-noetherian) valuation ring OCK

is p-adically separated and complete and there is
a canonical local embedding W(k)→ OCK

. However, this is not directly constructed by the
general formalism of p-rings since no quotient of OCK

modulo a proper ideal containing p
is a perfect Fp-algebra. Rather, since K0 ⊆ K with [K : K0] < ∞, we have CK = CK0

and W(k) is the valuation ring of the completion K̂un
0 of the maximal unramified extension
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of K0 (with residue field k). In particular, OK/(p) = OCK
/(p) is not only an algebra over

W(k)/(p) = k in a canonical manner, but also over W(k)/(p) = k (as can also be proved by
other methods, such as Hensel’s lemma).

For a second application of Proposition 4.2.3, we require some preparations. If A is any
Fp-algebra whatsoever (e.g., A = OK/(p)) then we can construct a canonically associated
perfect Fp-algebra R(A) as follows:

(4.2.1) R(A) = lim←−
x 7→xp

A = {(x0, x1, . . . ) ∈
∏

n>0

A | xpi+1 = xi for all i}

with the product ring structure. This is perfect because the additive pth power map on
R(A) is surjective by construction and is injective since if (xi) ∈ R(A) satisfies (xi)

p = (0)
then xi−1 = xpi = 0 for all i > 1 (so (xi) = 0). In terms of universal properties, observe that
the map R(A)→ A defined by (xi) 7→ x0 is a map to A from a perfect Fp-algebra, and this
is final among all maps to A from perfect Fp-algebras. The functoriality of R(A) in A is
exhibited in the evident manner in terms of compatible p-power sequences.

Example 4.2.5. If A is a perfect Fp-algebra then the canonical map R(A)→ A is an isomor-
phism (as follows by inspection in such cases), and the inverse map is explicitly given by

a 7→ (a, a1/p, a1/p2 , . . . ).
If F is any field of characteristic p, then R(F ) is the largest perfect subfield of F . For

example, R(Fp(x)) = Fp.

We will be particularly interested in the perfect Fp-algebra

R := R(OK/(p)) = R(OCK
/(p))

endowed with its natural GK-action via functoriality. Since OK/(p) is canonically an algebra
over the perfect field k, likewise by functoriality we have a ring map

(4.2.2) k = R(k)→ R(OK/(p)) = R

described concretely by

(4.2.3) c 7→ (j(c), j(c1/p), j(c1/p
2

), . . . )

where j : k → OK/(p) is the canonical (even unique) k-algebra section to the reduction map
OK/(p)։ k. Although OCK

is p-adically separated and complete, OCK
/(p) is not perfect. If

we ignore this for a moment, then the canonical GK-equivariant map R→ OCK
/(p) defined

by (xn) 7→ x0 would uniquely lift to a ring map

θ : W(R)→ OCK

due to the universal property of W(R) in Proposition 4.2.3. It will later be shown how
to actually construct a canonical such GK-equivariant surjection θ despite the fact that we
actually cannot apply Proposition 4.2.3 in this way (due to OCK

/(p) not being perfect).
The induced GK-equivariant surjection W(R)[1/p] → CK via θ then solves our original
motivating problem of expressing CK as a GK-equivariant quotient of a “one-dimensional”
ring, and further work will enable us to replace W(R)[1/p] with a canonical complete discrete
valuation ring.
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To proceed further (e.g., to prove that R is a valuation ring with algebraically closed
fraction field and to actually construct θ as above), it is necessary to investigate the properties
of the ring R. This is taken up in the next section.

4.3. Properties of R. Although R = R(OCK
/(p)) for a p-adic field K is defined ring-

theoretically in characteristic p as a ring of p-power compatible sequences, it is important
that such sequences can be uniquely lifted to p-power compatible sequences in OCK

(but
possibly not in OK). This lifting process behaves well with respect to multiplication in R,
but it expresses the additive structure of R in a slightly complicated manner. To explain
how this lifting works, it is convenient to work more generally with any p-adically separated
and complete ring (e.g., OCK

but not OK).

Proposition 4.3.1. Let O be a p-adically separated and complete ring, and let a ⊆ O be
an ideal containing pO such that aN ⊆ pO for some N ≫ 0 (i.e., the a-adic and p-adic
topologies on O coincide). The multiplicative map of sets

(4.3.1) lim←−
x 7→xp

O → R(O/a)

defined by (x(n))n>0 7→ (x(n) mod a) is bijective. Also, for any x = (xn) ∈ R(O/a) and

arbitrary lifts x̂r ∈ O of xr ∈ O/a for all r > 0, the limit ℓn(x) = limm→∞ x̂n+m
pm

exists in
O for all n > 0 and is independent of the choice of lifts x̂r. Moreover, the inverse to (4.3.1)
is given by x 7→ (ℓn(x)).

In particular, R(O/pO)→ R(O/a) is an isomorphism, and this common ring is a domain
if O is a domain.

Proof. The given map of sets lim←−O → R(O/a) makes sense and is multiplicative, and to
make sense of the proposed inverse map we observe that for each n > 0 and m′ > m > 0 we
have

x̂n+m′

pm′
−m

≡ x̂n+m mod pO ,

so x̂n+m′

pm′

≡ x̂n+m
pm

mod pm+1O . Hence, the limit ℓn(x) makes sense for each n > 0, and
the same argument as in the proof of Lemma 4.2.2 shows that ℓn(x) is independent of the
choice of liftings x̂r. The proposed inverse map x 7→ (ℓn(x)) is therefore well-defined, and in
view of it being independent of the liftings we see that it is indeed an inverse map. �

In what follows, for any x ∈ R(O/a) = R(O/pO) as in Proposition 4.3.1 we write x(n) ∈ O

to denote the limit ℓn(x) = limm→∞ x̂n+m
pm

for all n > 0.

Remark 4.3.2. The bijection in Proposition 4.3.1 allows us to transfer the natural Fp-algebra
structure on R(O/a) over to such a structure on the inverse limit set lim←−O of p-power

compatible sequences x = (x(n))n>0 in O . The multiplicative structure translate through
this bijection as (xy)(n) = x(n)y(n). For addition, the proof of the proposition gives

(x+ y)(n) = lim
m→∞

(x(n+m) + y(n+m))p
m

.

Also, if p is odd then (−1)p = −1 in O , so (−x(n)) is a p-power compatible sequence for any
x. Hence, from the description of the additive structure we see that (−x)(n) = −x(n) for all
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n > 0 and all x when p 6= 2. This argument fails to work if p = 2, but then (−x)(n) = x(n)

for all n > 0 since −x = x in such cases (as R(O/a) is an F2-algebra if p = 2).

We now fix a p-adic field K and let R denote the perfect domain R(OK/(p)) = R(OCK
/(p))

of characteristic p. An element x ∈ R will be denoted (xn)n>0 when we wish to view its
p-power compatible components as elements of OCK

/(p) and we use the notation (x(n))n>0

to denote its unique representation using a p-power compatible sequence of elements x(n) ∈
OCK

. An element x ∈ R is a unit if and only if the component x0 ∈ OK/(p) is a unit, so R
is a local ring. Also, since every element of OK is a square, it follows (e.g., via Proposition
4.3.1) that the nonzero maximal ideal m of R satisfies m = m2. In particular, R is not
noetherian. The ring R has several non-obvious properties which are used throughout the
development of p-adic Hodge theory, and the remainder of this section is devoted to stating
and proving these properties.

Lemma 4.3.3. Let | · |p : CK ։ pQ ∪ {0} be the normalized absolute value satisfying
|p|p = 1/p. The map | · |R : R→ pQ∪{0} defined by x = (x(n)) 7→ |x(0)|p is a GK-equivariant
absolute value on R that makes R the valuation ring for the unique valuation vR on Frac(R)
extending − logp | · |R on R (and having value group Q).

Also, R is vR-adically separated and complete, and the subfield k of R maps isomorphically
onto the residue field of R.

Proof. Obviously x(0) = 0 if and only if x = 0, and |xy|R = |x|R|y|R since (xy)(0) = x(0)y(0).
To show that |x + y|R 6 max(|x|R, |y|R) for all x, y ∈ R, we may assume x, y 6= 0, so

x(0), y(0) 6= 0. By symmetry we may assume |x(0)|p 6 |y(0)|p, so for all n > 0 we have

|x(n)|p = |x(0)|p−n

p 6 |y(0)|p−n

p = |y(n)|p.
The ratios x(n)/y(n) therefore lie in OCK

for n > 0 and form a p-power compatible sequence.
This sequence is therefore an element z ∈ R, and yz = x in R so y|x in R. Hence,

|x+ y|R = |y(z + 1)|R = |y|R|z + 1|R 6 |y|R 6 max(|x|R, |y|R).

The same argument shows that R is the valuation ring of vR on Frac(R).
To prove | · |R-completeness of R, first note that if we let v = − logp | · |p on CK then

vR(x) = v(x(0)) = pnv(x(n)) for n > 0. Thus, vR(x) > pn if and only if v(x(n)) > 1 if and
only if x(n) mod p = 0. Hence, if we let

θn : R→ OCK
/(p)

denote the ring homomorphism x = (xm)m>0 7→ xn then {x ∈ R | vR(x) > pn} = ker θn.
In view of how the inverse limit R sits within the product space

∏
m>0(OCK

/(p)), or more
specifically since xn = 0 implies xm = 0 for all m 6 n, we conclude that the vR-adic topology
on R coincides with its subspace topology within

∏
m>0(OCK

/(p)) where the factors are given
the discrete topology, so the vR-adic completeness follows (as R is closed in this product space
due to the definition of R = R(OCK

/(p))).
Finally, the definition of the k-embedding of k into R in (4.2.2) implies that θ0 : R ։

OCK
/(p) is a k-algebra map, but θ0 is local and so induces an injection on residue fields.

Since k → OCK
/(p) induces an isomorphism on residue fields, we are done. �
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For x = (x(n)) and y = (y(n)) in R, we have x(n) ≡ y(n) mod p if and only if x(i) ≡
y(i) mod pn−i+1 for all 0 6 i 6 n, so the vR-adic topology on R also coincides with its closed
subspace topology from sitting as a multiplicative inverse limit within

∏
n>0 OCK

where each
factor is given the p-adic topology. This gives an alternative way of seeing the vR-adic
completeness of R.

Example 4.3.4. An important example of an element of R is

ε = (ε(n))n>0 = (1, ζp, ζp2, . . . )

with ε(0) = 1 but ε(1) 6= 1 (so ε(1) = ζp is a primitive pth root of unity and hence ε(n) is a
primitive pnth root of unity for all n > 0). Any two such elements are Z×

p -powers of each
other. For any such choice of element we claim that

vR(ε− 1) =
p

p− 1
.

To see this, by definition we have vR(ε − 1) = v((ε − 1)(0)) where v = ordp = − logp | · |p,
so we need to describe (ε− 1)(0) ∈ OCK

. By Remark 4.3.2, in OCK
we have

(ε− 1)(0) = lim
n→∞

(ε(n) + (−1)(n))p
n

,

with ε(n) = ζpn a primitive pnth root of unity in K and (−1)(n) = −1 if p 6= 2 whereas
(−1)(n) = 1 if p = 2. We shall separately treat the cases of odd p and p = 2.

If p is odd then

vR(ε− 1) = lim
n→∞

pn ordp(ζpn − 1) = lim
n→∞

pn

pn−1(p− 1)
=

p

p− 1
.

If p = 2 then

vR(ε− 1) = lim
n→∞

2n ord2(ζ2n + 1) = lim
n→∞

2n ord2((ζ2n − 1) + 2).

Since ord2(ζ2n−1) = 1/2n−1 < ord2(2) for n > 1, we have ord2((ζ2n−1)+2) = ord2(ζ2n−1)
for n > 1, so we may conclude as for odd p.

Theorem 4.3.5. The field Frac(R) of characteristic p is algebraically closed.

Proof. Since R is a valuation ring, it suffices to construct a root in R for any monic polynomial
f ∈ R[X] with d = degP > 0. We may and do assume d > 2.

For each m > 1, consider the ring map θm : R→ OCK
/(p) defined by x = (xi) 7→ xm. Let

fm = θm(f) ∈ (OCK
/(p))[X] (apply θm to coefficients). This is a monic polynomial of degree

d, so it lifts to a monic polynomial f̃m ∈ OCK
[X] of degree d. Since OCK

is the valuation

ring of the field CK that is algebraically closed (Proposition 2.1.1), f̃m admits a set of d
roots (with multiplicity) {ρ1,m, . . . , ρd,m} in OCK

. The reductions ρi,m of these modulo p are
roots of fm = θm(f), and if we could arrange a p-power compatible sequence of these as
m→ ∞ we could get the desired root of f in R = lim←−OCK

/(p). Since the p-power map on
OCK

/(p) is a ring homomorphism carrying the map θm+1 to the map θm (by the definition
of R), the p-powers ρpi,m+1 are roots of fm. The problem is that OCK

/(p) is not a domain,
and so fm always has infinitely many roots. In particular, the ρi,m’s are not the only roots
of fm, so we cannot conclude that every ρpi,m+1 is equal to some ρi′,m. If we did have such a
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conclusion then the sets {ρi,m}16i6d would form an inverse system of non-empty finite sets
via the p-power map, so there would have to be a compatible system via the pigeonhole
principle and hence we would get the root we seek.

To circumvent the infinitude of roots, we use a nice trick observed by Coleman. The key
point is that the ρi,m’s are not merely roots of fm but are actually reductions of roots from
OCK

, where finiteness for the set of roots does hold. We will exploit a big p-power mapping
to transfer this property to characteristic p, as follows. Since fm(ρpi,m+1) = fm+1(ρi,m+1)

p = 0

in OCK
/(p), we have f̃m(ρpi,m+1) ∈ pOCK

for each 1 6 i 6 d. But f̃m =
∏

j(X − ρj,m), so for

each i we have
∏

j(ρ
p
i,m+1 − ρj,m) ∈ pOCK

. There are d terms in the product, so at least one

of them, say ρpi,m+1 − ρj(i),m, lies in p1/dOCK
. In other words, for each 1 6 i 6 d there exists

1 6 j(i) 6 d such that ρpi,m+1 ≡ ρj(i),m mod p1/dOCK
. By a straightforward calculation, any

congruence a ≡ b mod pr/dOCK
with 1 6 r < d implies ap ≡ bp mod p(r+1)/dOCK

. Applying

this repeatedly, we conclude that ρp
d

i,m+1 ≡ ρp
d−1

j(i),m mod pOCK
. In other words, ρp

d

i,m+1 = ρp
d−1

j(i),m.

Hence, the finite sets

{ρpd−1

1,m+1, . . . , ρ
pd−1

d,m+1}
do form a compatible system under the p-power maps. These pd−1-powers of roots of fm+1

are roots of fm+1−(d−1) = fm−d+2. In other words, if we define xi,m = ρp
d−1

i,m+d−2 ∈ OCK
/(p)

for m > 0 and 1 6 i 6 d (which makes sense even for m = 0 since we arranged that
d > 2), then the non-empty finite sets {x1,m, . . . , xd,m} for m > 0 form an inverse system
under the p-power mapping. By the pigeonhole principle we may therefore select xi(m),m for
each m > 0 such that xpi(m+1),m+1 = xi(m),m for all m > 0. Hence, x = (xi(m),m) ∈ R and

ρm(f(x)) = fm(xi(m),m) = 0 for all m, so f(x) = 0 in R. �

Consider an element ε ∈ R as in Example 4.3.4 (so ε(0) = 1 and ε(1) 6= 1). Thus,
θ0(ε) = 1 ∈ OCK

/(p), so the image of ε in the residue field k of R is 1. Hence, ε − 1 lies
in the maximal ideal mR of R, which we knew anyway from Example 4.3.4 since there we
proved vR(ε−1) = p/(p−1) > 0. By the completeness of R, we get a unique local k-algebra
map k[[u]]→ R satisfying u 7→ ε−1 6= 0. This map depends on the choice of ε, but its image
does not:

Lemma 4.3.6. The image of k[[u]] in R is independent of ε.

Proof. Consider a second choice ε′, so ε′ = εa for some a ∈ Z×
p . (Note that ε lies in the

multiplicative group 1 + mR whose “strict” neighborhoods of 1 are 1 + cmR with vR(c) > 0,
and these are p-adically separated and complete, so Zp-exponentiation on 1 + mR makes
sense.) Letting x = ε− 1 and x′ = ε′ − 1 in mR, we can compute formally

x′ = εa − 1 = (1 + x)a − 1 = ax+ . . .

in R. Rigorously, the unique local k-algebra self-map of k[[u]] satisfying u 7→ (1 + u)a − 1
carries the map k[[u]] → R resting on ε to the one resting on ε′. But this self-map is an
automorphism since (1 + u)a − 1 = au+ . . . with a ∈ Z×

p . �

In view of the lemma, we may define the canonical subfield E ⊆ Frac(R) to be the fraction
field of the canonical image of k[[u]] in R for any choice of ε as in Lemma 4.3.6. By Theorem
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4.3.5, the separable closure Es of E within Frac(R) is a separable closure of E. The action
of the Galois group GK on R extends uniquely to an action on Frac(R) (preserving vR), and
this does not fix the image ε− 1 of u. However, for the extension K∞ = K(µp∞) generated
by the components ε(n) of ε (for all choices of ε) we see that the subgroup GK∞

⊆ GK is the
isotropy group of ε−1 ∈ R and so is the isotropy group of the intrinsic subfield E ⊆ Frac(R).
Hence, GK∞

preserves the separable closure Es ⊆ Frac(R), so we get a group homomorphism

GK∞
→ Aut(Es/E) = GE.

Lemma 4.3.7. The map of Galois groups GK∞
→ GE is continuous.

Proof. Fix a finite Galois extension E ′ of E inside of Es ⊆ Frac(R). We may choose a
primitive element x ∈ E ′× for E ′ over E. By replacing x with 1/x if necessary, we can
arrange that x ∈ R. The algebraicity of x over E implies that the GK∞

-orbit of x is finite,
say {x = x1, . . . , xn}, with all xi ∈ R. To find an open subgroup of GK∞

that has trivial
image in Gal(E ′/E), or equivalently lands in GE′ ⊆ GE, we just need to show that if g ∈ GK∞

is sufficiently close to 1 then g(x) is distinct from the finitely many elements x2, . . . , xn that
are distinct from x (forcing g(x) = x). The existence of such a neighborhood of the identity
is immediate from the continuity of the action of GK on the Hausdorff space R. �

A much deeper fact that is best understood as part of the theory of norm fields is that the
continuous map in Lemma 4.3.7 is in fact bijective and so is a topological isomorphism. Even
better, there is a functorial equivalence between the categories of finite separable extensions
of K∞ and of E. This is a concrete realization of a special case of the general isomorphism
in (1.3.1), and it will be proved in §13.4 (see Theorem 13.4.3).

4.4. The field of p-adic periods BdR. We have now assembled enough work to carry out
the first important refinement on the graded ring BHT, namely the construction of the field
of p-adic periods BdR as promised in the discussion following Example 4.1.2. Inspired by the
universal property of Witt vectors in Proposition 4.2.3 and the perfectness of the Fp-algebra
R, we seek to lift the GK-equivariant surjective ring map θ0 : R → OCK

/(p) defined by
(xi) 7→ x0 to a GK-equivariant surjective ring map θ : W(R) → OCK

. As we have already
observed, although OCK

is p-adically separated and complete, we cannot use Proposition
4.2.3 because OCK

/(p) is not perfect. Nonetheless, we will construct such a θ in a canonical
(in particular, GK-equivariant) manner.

Our definition for θ as a set-theoretic map is simple and explicit:

θ(
∑

[cn]p
n) =

∑
c(0)n pn.

(Recall that W(R) is a strict p-ring with W(R)/(p) = R, so each of its elements has the unique
form

∑
[cn]p

n with cn ∈ R.) This is very much in the spirit of the proof of Proposition 4.2.3

since c(0) = limm→∞ ĉm
pm

for any c ∈ R using any choice of lift ĉm ∈ OCK
of cm ∈ OCK

/(p)
(with {cm} a compatible sequence of p-power roots of c0 ∈ OCK

/(p)). In terms of the Witt

coordinatization (r0, r1, . . . ) =
∑
pn[rp

−n

n ] this says θ : (r0, r1, . . . ) 7→
∑

(rp
−n

n )(0)pn, but for
any r ∈ R we have (rp

−n
)(0) = ((rp

−n
)(n))p

n
= r(n) in OCK

since r 7→ r(n) is multiplicative.

Hence, we have the formula θ : (r0, r1, . . . ) 7→
∑
r
(n)
n pn. By definition θ is GK-equivariant,

and the only real issue is to check that it is a ring map:
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Lemma 4.4.1. The map θ : W(R)→ OCK
is a ring homomorphism.

Proof. It suffices to prove that

θn = θ mod pn : Wn(R) = W(R)/pn W(R)→ OCK
/pnOCK

= OK/p
n
OK

is a ring map for all n > 1. Once additivity is established, both side of the multiplicativ-
ity identity θn(ww

′) = θn(w)θn(w
′) depend Z-bilinearly on (w,w′) and so via Teichmüller

expansions the verification of this identity is reduced to the case w = [r] and w′ = [r′]:

θ([r][r′]) = θ([rr′]) = (rr′)(0) = r(0)r′
(0)

= θ([r])θ([r′]).

Hence, we just have to check that each θn is additive.
Writing w = (x0, . . . , xn−1) with xi ∈ R, by definition

θn(w) =
n−1∑

i=0

pix
(i)
i =

n−i∑

i=0

pi(x
(n)
i )p

n−1

= Φn(x
(n)
0 mod pn, . . . , x

(n)
n−1 mod pn)

where Φn : Wn(OK/p
nOK)→ OK/p

nOK is the “nth ghost component” map defined by

(z0, . . . , zn−1) 7→
n−1∑

i=0

pizp
n−i

i .

By the very definition of the additive structure on Wn(A) for any ring A, the map Φn is
additive. But Φn(z0, . . . , zn−1) only depends on the zi mod p since if a ≡ b mod p then

ap
n−i ≡ bp

n−i
mod pn+1−i and so piap

n−i ≡ pibp
n−i

mod pn. In other words, Φn factors as
Φn ◦ πn where πn : Wn(OK/p

nOK) ։ Wn(OK/pOK) is the natural quotient map and Φn :

Wn(OK/pOK) → OK/p
nOK is the map of sets (z0, . . . , zn−1) 7→

∑n−1
i=0 p

izp
n−i

i where zi ∈
OK/p

nOK is a lift of zi.
Since πn is surjective and additive (by functoriality of the additive structure on Wn)

and Φn is additive, Φn is also additive. Letting fn : R → OK/pOK denote the projection
r 7→ r(n) mod p to the nth member of the p-power compatible system that “is” r, we have

θn = Φn ◦Wn(fn).

The map Wn(fn) is additive since fn is a ring homomorphism and the additive structure
on Wn is functorial in ring homomorphisms, and we have just seen that Φn is additive. We
conclude that θn is additive as well. �

This explicit definition of θ makes it evident that θ is surjective (since R→ OCK
/(p) via

r 7→ r(n) mod p is surjective for each n > 0). In concrete terms, the formula shows that θ
fits into the following family of commutative diagrams:

W(R)
θ //

��

OCK

''PPPPPPPPPPPPP

Wn(R)
Θn

// Wn(OCK
/(p))

ψn

// OCK
/(pn)
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Proposition 4.4.2. The continuous surjective GK-equivariant map θ : W(R) → OCK
con-

structed above is open. Also, using the canonical k-algebra map j : k → R to make W(R) into
a W(k)-algebra via W(j), θ is a W(k)-algebra map via the natural W(k)-algebra structure
on OCK

.

Proof. To prove openness, using the product of the valuation topology from R on W(R) and
the p-adic topology on OCK

, we just have to show that if J is an open ideal in R then the
image under θ of the additive subgroup of vectors (ri) with r0, . . . , rn ∈ J (for fixed n) is
open in OCK

. This image is J (0) + pJ (1) + · · · + pn−1J (n−1), where J (m) is the image of J
under the map of sets R → OCK

defined by r 7→ r(m). Since OCK
has the p-adic topology,

it suffices to show that J (m) is open in OCK
for each m > 0. But J (m) = (Jp

m
)(0), so to

prove that θ is open we just have to show that if J is an open ideal in R then J (0) is open
in OCK

. It is enough to work with J ’s running through a base of open ideals, so we take
J = {r ∈ R | vR(r) > c} with c ∈ Q. Since vR(r) = v(r(0)) and the map r 7→ r(0) is a
surjection from R onto OCK

, for such J we have that J (0) = {t ∈ OCK
| v(t) > c}, which is

certainly open in OCK
. This concludes the proof that θ is an open map.

Next, consider the claim that θ is a map of W(k)-algebras. Recall that OCK
is made

into a W(k)-algebra via the unique continuous W(k)-algebra map h : W(k) → OCK
lifting

the identity map on k at the level of residue fields. (By such continuity and the p-adic
separatedness and completeness of OCK

, the existence and uniqueness of such an h is reduced
to the case when k is replaced with a finite extension k′/k, and the unique W(k)-algebra
map W(k′) → OCK

lifting the inclusion k′ → k is built as follows: by W(k)-finiteness it
must land in the valuation ring of a finite extension of K if it exists, so we can pass to the
case when the target is a complete discrete valuation ring, whence the universal property of
W(k′) can be used. Concretely, W(k′) is just a finite unramified extension of W(k) within K,
the point being that the map on residue fields uniquely determines the map in characteristic
0.) Using p-adic continuity, it is enough to chase Teichmüller digits.

Our problem is now to show that for each c ∈ k the image h([c]) is equal to θ([j(c)]), where
j : k → R is the canonical k-algebra map defined by c 7→ (c1/p

m
)m>0 ∈ R(OK/(p)) = R

and we view OK/(p) as a k-algebra over its k-algebra structure via Hensel’s Lemma. The
key point is that c viewed in OK/(p) = OCK

/(p) is just h([c]) mod p (check!), so j(c) =
(h([c1/p

m
]) mod p) ∈ R. Since the sequence of elements h([c1/p

m
]) in OCK

is p-power com-
patible, j(c)(0) = h([c]). Thus, θ([j(c)]) = j(c)(0) = h([c]). �

We now have a GK-equivariant surjective ring homomorphism

θQ : W(R)[1/p]։ OCK
[1/p] = CK ,

but the source ring is not a complete discrete valuation ring. We shall replace W(R)[1/p]
with its ker θQ-adic completion, and the reason this works is that ker θQ = (ker θ)[1/p] turns
out to be a principal ideal. We now record some facts about ker θ.

Proposition 4.4.3. Choose p̃ ∈ R such that p̃(0) = p (i.e., p̃ = (p, p1/p, p1/p2 , . . . ) ∈
lim←−x 7→xp

OCK
= R, so vR(p̃) = 1) and let ξ = ξep = [p̃]− p = (p̃,−1, . . . ) ∈W(R).

(1) The ideal ker θ ⊆W(R) is the principal ideal generated by ξ.
(2) An element w = (r0, r1, . . . ) ∈ ker θ is a generator of ker θ if and only if r1 ∈ R×.
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A defect of ξ, despite its explicitness, is that GK does not act on ξ in a nice way (but it
does preserve ξ ·W(R) = ker θ). This will be remedied after replacing W(R)[1/p] with its
ker θQ-adic completion.

Proof. Clearly θ(ξ) = θ([p̃]) − p = p̃(0) − p = 0 and ker θ ∩ pn W(R) = pn · ker θ since
W(R)/(ker θ) = OCK

has no nonzero p-torsion. Since W(R) is p-adically separated and
complete (as R is a perfect domain, so the p-adic topology on W(R) is just the product
topology on W(R) using the discrete topology of R), to prove that ξ is a principal generator
of ker θ it therefore suffices to show ker θ ⊆ (ξ, p) = ([p̃], p). But if w = (r0, r1, . . . ) ∈ ker θ

then r
(0)
0 ≡ 0 mod p, so vR(r0) = ordp(r

(0)
0 ) > 1 = vR(p̃) and hence r0 ∈ p̃R. We conclude

that w ∈ ([r0], p) ⊆ ([p̃], p), as desired.
A general element w = (r0, r1, . . . ) ∈ ker θ has the form

w = ξ · (r′0, r′1, . . . ) = (p̃,−1, . . . )(r′0, r
′
1, . . . ) = (p̃r′0, p̃

pr′1 − r′0
p
, . . . ),

so r1 = p̃pr′1 − r′0p. Hence, r1 ∈ R× if and only if r′0 ∈ R×, and this final unit condition is
equivalent to the multiplier (r′0, r

′
1, . . . ) being a unit in W(R), which amounts to w being a

principal generator of ker θ (since W(R) is a domain). �

Example 4.4.4. Using the criterion in Proposition 4.4.3(2), prove that the element ε−1 ∈ ker θ
is a generator when p = 2. Then prove this is false whenever p > 2 (hint: vR(ε) = p/(p− 1)
for all p).

Corollary 4.4.5. For all j > 1,

W(R) ∩ (ker θQ)j = (ker θ)j.

Also, ∩(ker θ)j = ∩(ker θQ)j = 0.

Proof. By a simple induction on j and chasing multiples of ξ, to prove the displayed equality
it suffices to check the case j = 1. This case holds since W(R)/(ker θ) = OCK

has no nonzero
p-torsion.

Since any element of W(R)[1/p] admits a p-power multiple in W(R), we conclude that

∩(ker θQ)j = (∩(ker θ)j)[1/p].

To prove this vanishes, it suffices to consider an arbitrary w = (r0, r1, . . . ) ∈W(R) lying in
∩(ker θ)j . Thus, w is divisible by arbitrarily high powers of ξ = [p̃]−p = (p̃,−1, . . . ), so r0 is
divisible by arbitrarily high powers of p̃ in R. But vR(p̃) = 1 > 0, so by vR-adic separatedness
of R we see that r0 = 0. This says that w = pw′ for some w′ ∈W(R) since R is a perfect Fp-
algebra. Hence, w′ ∈ (∩(ker θ)j)[1/p] = ∩(ker θQ)j . Thus, w′ ∈W(R) ∩ (ker θQ)j = (ker θ)j

for all j. This shows that each element of ∩(ker θ)j in W(R) lies in ∩pn W(R), and this
vanishes since W(R) is a strict p-ring. �

We conclude that W(R)[1/p] injects into the inverse limit

(4.4.1) B+
dR := lim←−

j

W(R)[1/p]/(ker θQ)j

whose transition maps are GK-equivariant, so B+
dR has a natural GK-action that is com-

patible with the action on its subring W(R)[1/p]. (Beware that in (4.4.1) we cannot move
the p-localization outside of the inverse limit: algebraic localization and inverse limit do
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not generally commute with each other, as is most easily seen when comparing the t-adic
completion Qp[[t]] of Qp[t] = Zp[t][1/p] with its subring Zp[[t]][1/p] of power series with
“bounded denominators”.) The inverse limit B+

dR maps GK-equivariantly onto each quo-
tient W(R)[1/p]/(ker θQ)j via the evident natural map, and in particular for j = 1 the map
θQ induces a natural GK-equivariant surjective map θ+

dR : B+
dR ։ CK . From the definitions

ker θ+
dR ∩W(R) = ker θ, and ker θ+

dR ∩W(R)[1/p] = ker θQ since θ+
dR restricts to θQ on the

subring W(R)[1/p].

Proposition 4.4.6. The ring B+
dR is a complete discrete valuation ring with residue field

CK, and any generator of ker θQ in W(R)[1/p] is a uniformizer of B+
dR. The natural map

B+
dR → W(R)[1/p]/(ker θQ)j is identified with the projection to the quotient modulo the jth

power of the maximal ideal for all j > 1.

Proof. Since ker θQ is a nonzero principal maximal ideal (with residue field CK) in the domain
W(R)[1/p], for j > 1 we see that W(R)[1/p]/(ker θQ)j is an artin local ring whose only ideals
are (ker θQ)i/(ker θQ)j for 0 6 i 6 j. In particular, an element of B+

dR is a unit if and only
if it has nonzero image under θ+

dR. In other words, the maximal ideal ker θ+
dR consists of

precisely the non-units, so B+
dR is a local ring.

Consider a non-unit b ∈ B+
dR, so its image in each W(R)[1/p]/(ker θQ)j has the form bjξ

with bj uniquely determined modulo (ker θQ)j−1 (with ξ as above). In particular, the residue
classes bj mod (ker θQ)j−1 are a compatible sequence and so define an element b′ ∈ B+

dR with
b = ξb′. The construction of b′ shows that it is unique. Hence, the maximal ideal of B+

dR has
the principal generator ξ, and ξ is not a zero divisor in B+

dR.
It now follows that for each j > 1 the multiples of ξj in B+

dR are the elements killed by the
surjective projection to W(R)[1/p]/(ker θQ)j. In particular, B+

dR is ξ-adically separated, so
it is a discrete valuation ring with uniformizer ξ. We have identified the construction of B+

dR

as the inverse limit of its artinian quotients, so it is a complete discrete valuation ring. �

The Frobenius automorphism ϕ of W(R)[1/p] does not naturally extend to B+
dR since it

does not preserve ker θQ; for example, ϕ(ξ) = [p̃p]−p 6∈ ker θQ. There is no natural Frobenius
structure on B+

dR. Nonetheless, we do have a filtration via powers of the maximal ideal, and
this is a GK-stable filtration. We get the same on the fraction field:

Definition 4.4.7. The field of p-adic periods (or the de Rham period ring) is BdR :=
Frac(B+

dR) equipped with its natural GK-action and GK-stable filtration via the Z-powers of
the maximal ideal of B+

dR.

To show that the filtered field BdR is an appropriate refinement of BHT, we wish to prove
that the associated graded algebra gr•(BdR) over the residue field CK of B+

dR (see Example
4.1.2) is GK-equivariantly identified with the graded CK-algebra BHT. This amounts to
proving that the Zariski cotangent space of B+

dR, which is 1-dimensional over the residue
field CK , admits a canonical copy of Zp(1); this would be a canonical Zp-line on which
GK acts by the p-adic cyclotomic character, and identifies the Zariski cotangent space with
CK(1) as required.

We will do better: we shall prove that B+
dR admits a uniformizer t, canonical up to Z×

p -
multiple, on which GK acts by the cyclotomic character, and that the set of such t’s is
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naturally Z×
p -equivariantly bijective with the set of Zp-bases of Zp(1) = lim←−µpn(K). (Such

elements t do not live in W(R)[1/p], so it is essential to have passed to the completion B+
dR

to find such a uniformizer on which there is such a nice GK-action.) The construction of t
rests on elements ε ∈ R from Example 4.3.4 as follows.

Choose ε ∈ R with ε(0) = 1 and ε(1) 6= 1, so θ([ε] − 1) = ε(0) − 1 = 0. Hence, [ε] − 1 ∈
ker θ ⊆ ker θ+

dR, so [ε] = 1 + ([ε]− 1) is a 1-unit in the complete discrete valuation ring B+
dR

over K. We can therefore make sense of the logarithm

t := log([ε]) = log(1 + ([ε]− 1)) =
∑

n>1

(−1)n+1 ([ε]− 1)n

n
∈ B+

dR.

This lies in the maximal ideal of B+
dR. Note that if we make another choice ε′ then ε′ = εa

for a unique a ∈ Z×
p using the natural Zp-module structure on 1-units in R. Hence, by

continuity of the Teichmüller map R→W(R) relative to the vR-adic topology of R we have
[ε′] = [ε]a in W(R). Thus, t′ = log([ε′]) = log([ε]a).

We wish to claim that log([ε]a) = a · log([ε]), but this requires an argument because the
logarithm is defined as a convergent sum relative to a topology on B+

dR that “ignores” the vR-
adic topology of R whereas the exponentiation procedure [ε]a involves the vR-adic topology
of R in an essential manner. A good way to deal with this is to introduce a topological ring
structure on B+

dR that is finer than its discrete valuation topology and relative to which the
natural map W(R) → B+

dR is continuous. We leave this to the reader in the form of the
multi-part Exercise 4.5.3.

The reader is strongly encouraged to read over the statements in Exercise 4.5.3, and to
try to solve some of the parts, as this exercise will play an essential role in numerous later
arguments and constructions. It is the key to ensuring that the constructions of p-adic Hodge
theory retain the right kind of continuity conditions without which proofs would break down.
(For example, in Theorem 2.2.7, it is essential that we work with continuous cohomology.)

We now use Exercise 4.5.3(5). Let UR ⊆ 1 + mR be the subgroup of elements x such
that x(0) = 1 (such as any choice of ε). We claim that the logarithm log([x]) ∈ B+

dR formed
as a convergent sum for the discrete valuation topology is continuous in x relative to the
vR-adic topology of the topological group UR ⊆ 1 + mR and the topological ring structure
just constructed on B+

dR. Since x 7→ log([x]) is an abstract homomorphism UR → B+
dR

between topological groups, it suffices to check continuity at the identity. If a ⊆ R is
an ideal and x ∈ (1 + a) ∩ UR then working in W(R/a) shows that [x] − 1 ∈ W(a), so

([x]− 1)n/n ∈ p−j W(ap
j
) with j = ordp(n) for all n > 1. This gives the required continuity,

in view of how the topology on B+
dR is defined in Exercise 4.5.3.

For any a ∈ Zp and x ∈ UR we have xa ∈ UR by continuous extension from the case
a ∈ Z+ via the tautological continuity of the map x 7→ x(0) from R to OCK

. Likewise, by
continuity of log : UR → B+

dR, for any a ∈ Zp and x ∈ UR we have log([xa]) = a log([x])
by continuous extension from the case a ∈ Z+. Hence, for ε′ = εa with a ∈ Z×

p we have
t′ := log([ε′]) = a log([ε]) = at.

In other words, the line Zpt in the maximal ideal of B+
dR is intrinsic (i.e., independent of

the choice of ε) and making a choice of Zp-basis of this line is the same as making a choice
of ε. Also, choosing ε is literally a choice of Zp-basis of Zp(1) = lim←−µpn(K). For any g ∈ GK
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we have g(ε) = εχ(g) in R since g(ε(n)) = (ε(n))χ(g) for the primitive pnth roots of unity
ε(n) ∈ OK for all n > 0. Thus, by the GK-equivariance of the logarithm on 1-units of B+

dR,

g(t) = log(g([ε])) = log([g(ε)]) = log([εχ(g)]) = log([ε]χ(g)) = χ(g)t.

We conclude that Zpt is a canonical copy of Zp(1) as a GK-stable line in B+
dR. Intuitively,

this line is viewed as an analogue of the Z-line Z(1) := ker(exp) ⊆ C, and in particular the
choice of a Zp-basis element t is analogous to a choice of 2πi in complex analysis.

The key fact concerning such elements t is that they are uniformizers of B+
dR, and hence

we get a canonical isomorphism gr•(BdR) ≃ BHT. We now prove this uniformizer property.

Proposition 4.4.8. The element t = log([ε]) in B+
dR is a uniformizer.

Proof. By construction of t, θ+
dR(t) = 0. Hence, t is a non-unit. We have to prove that t is

not in the square of the maximal ideal. In view of its definition as an infinite series in powers
([ε] − 1)n/n with [ε] − 1 in the maximal ideal, all such terms with n > 2 can be ignored.
Thus, we just have to check that [ε]− 1 is not in the square of the maximal ideal. But the
projection from B+

dR onto the quotient modulo the square of its maximal ideal is the same as
the natural map onto W(R)[1/p]/(ker θQ)2, so we have to prove that [ε]− 1 is not contained
in (ker θQ)2, or equivalently is not contained in W(R)∩ (ker θQ)2 = (ker θ)2 = ξ2 W(R) with
ξ = [p̃]− p for p̃ ∈ R defined by a compatible sequence of p-power roots of p.

To show that [ε] − 1 is not a W(R)-multiple of ξ2, it suffices to project into the 0th
component of W(R) and show that ε − 1 is not an R-multiple of p̃2. That is, it suffices to
prove vR(ε − 1) < vR(p̃2) = 2. But vR(ε − 1) = p/(p − 1) by Example 4.3.4, so for p > 2
we have a contradiction. Now suppose p = 2. In this case we will work in W2(R). Since
ξ2 = [p̃2] − 2[p̃] + 4 = (p̃2, 0, . . . ) in W(R), for any w = (r0, r1, . . . ) ∈ W(R) we compute
ξ2w = (r0p̃

2, r1p̃
4, . . . ). However, for p = 2 we have −1 = (1, 1, . . . ) in Z2 = W(F2) since

−1 = 1 + 2 · 1 mod 4, so [ε]− 1 = (ε− 1, ε− 1, . . . ) in W(R). Thus, if [ε]− 1 were a W(R)-
multiple of ξ2 for p = 2 then ε−1 = r1p̃

4 for some r1 ∈ R. This says vR(ε−1) > vR(p̃4) = 4,
a contradiction since vR(ε− 1) = p/(p− 1) = 2. �

Remark 4.4.9. Note that the construction of B+
dR only involves the field K through its

completed algebraic closure CK . More specifically, if K ′ ⊆ CK is a complete discretely-
valued subfield (so it is a p-adic field, as its residue field k′ is perfect due to sitting between k
and k) then we get the same ring B+

dR whether we use K or K ′. The actions of GK and GK ′ on
this common ring are related in the evident manner, namely via the inclusion GK ′ →֒ GK as

subgroups of the isometric automorphism group of CK . For example, replacing K with K̂un

does not change B+
dR but replaces the GK-action with the underlying IK-action. Likewise,

the ring B+
dR is unaffected by replacing K with a finite extension within K.

We end our preliminary discussion of B+
dR by recording some important properties that

are not easily seen from its explicit construction. First of all, whereas W(R)[1/p] does not
contain any nontrivial finite totally ramified extension of K0 = W(k)[1/p] (as it lies inside of
the absolutely unramified p-adic field W(Frac(R))[1/p]), the situation is quite different for
B+

dR:

Lemma 4.4.10. The K0-algebra B+
dR contains a unique copy of K as a subfield over K0,

and this lifting from the residue field is compatible with the action of GK0.
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Moreover, any extension K ′/K0 inside of K with finite ramification index gets its valuation
topology as the subspace topology from B+

dR. In particular, K ′ is closed in B+
dR if it is complete.

Proof. Since B+
dR is a complete discrete valuation ring over K0, and K is a subfield of the

residue field CK that is separable algebraic over K0, it follows from Hensel’s Lemma that K
uniquely lifts to a subfield over K0 in B+

dR. The uniqueness of the lifting ensures that this is
a GK-equivariant lifting.

Now pick an algebraic extension K ′/K0 with finite ramification index. To check that K ′

gets its valuation topology as the subspace topology, first recall that B+
dR only depends on

CK , so we can construct it from the view of the completion K̂0 = W (k)[1/p]. In particular,

B+
dR contains K̂0K

′ over K ′, and by Exercise 4.5.3(3) the induced topology on K̂0 is the
usual one. Hence, to check that the topology on K ′ is as expected it suffices to replace K ′

with the subfield K ′K̂0 which we may then rename as K (upon replacing k with k). In other
words, we just have to check that K gets the expected subspace topology.

Since B+
dR is a topological K0-algebra and the valuation topology on K is its product

topology for a K0-basis, if we give K its valuation topology then the natural map K → B+
dR

is continuous. To see that this is an embedding it suffices to compare convergent sequences.
By continuity of the map θQ : B+

dR → CK onto CK with its valuation topology, we are
done. �

Remark 4.4.11. Beware that the subspace topology on K from B+
dR is not its valuation

topology, nor is the inclusion K → B+
dR even continuous! Indeed, iof it were continuous

then by completeness of the topology on B+
dR we would get a unique continuous extension

CK = K̂ → B+
dR. By uniqueness, this would have to be a GK-equivariant section to the

projection to the residue field, so the filtration on BdR would be canonically split and BdR

would be isomorphic to BHT as graded rings equipped with a GK-action. In particular,
all Hodge–Tate representations would be de Rham. But this is false; we will give simple
examples in Example 6.3.5 (but the proof that these simple examples are not de Rham is
very far from elementary).

It turns out that relative to the topology on B+
dR, the subfield K is dense. This is proved

by Colmez in [21, §A2], where he gives a direct description of this subspace topology on K.

The following innocuous-looking further topological result seems to be less elementary to
prove than one might expect. We need it in the proofs of some important facts (Proposition
6.3.8 and Corollary 15.3.10).

Lemma 4.4.12. Any finite-dimensional K-subspace W in B+
dR or any B+

dR/(t
m) is closed

and acquires its natural K-linear topology as its subspace topology.

Proof. Since B+
dR is a topological K-algebra (see Exercise 4.5.3) and it is Hausdorff with

a countable base of opens around the origin, the subspace topology on W is a Hausdorff
topological vector space structure and closedness of W in B+

dR can be checked using se-
quences. Consider any point b ∈ B+

dR lying in the closure of W , so b = limwm for a sequence
{w0, w1, . . . } in W . Then {wm} is a Cauchy sequence for the subspace topology of W , so
if this topology is the usual (complete) one then {wm} has a limit w ∈ W . The Hausdorff
property of the topology on B+

dR would then force b = w ∈W .
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It remains to prove that the subspace topology on W is the linear topology defined using
a finite K-basis. By [7, I, §3, Thm. 2], a finite-dimensional vector space over a field complete
with respect to a nontrivial absolute value has a unique structure of Hausdorff topological
vector space, namely the one defined using a finite basis. �

The canonical K-structure on B+
dR (and hence on its fraction field BdR) plays an important

role in the study of finer period rings; it can be shown that there is no GK-equivariant lifting
of the entire residue field CK intoB+

dR (whereas such an abstract lifting exists by commutative
algebra and is not useful).

Another property of BdR that is hard to see directly from the construction is the de-
termination of its subfield of GK-invariants. As we have just seen, there is a canonical
GK-equivariant embedding K →֒ B+

dR, whence K ⊆ BGK
dR . (Nothing like this holds for

W(R)[1/p] if K 6= K0.) This inclusion is an equality, due to the Tate–Sen theorem:

Theorem 4.4.13. The inclusion K ⊆ BGK
dR is an equality.

Proof. Since the GK-actions respect the (exhaustive and separated) filtration, the field ex-
tension BGK

dR of K with the subspace filtration has associated graded K-algebra that injects

into (gr•(BdR))GK = BGK
HT . But by the Tate–Sen theorem this latter space of invariants is

K. We conclude that gr•(BGK
dR ) is 1-dimensional over K, so the same holds for BGK

dR . �

The final property of BdR that we record is its dependence on K. An inspection of the
construction shows that B+

dR depends solely on OCK
and not on the particular p-adic field

K ⊆ OCK
[1/p] = CK whose algebraic closure is dense in CK . More specifically, B+

dR depends
functorially on OCK

(this requires reviewing the construction of R and θ), and the action
of Aut(OCK

) on B+
dR via functoriality induces the action of GK (via the natural inclusion of

GK into Aut(OCK
)). Hence, if K → K ′ is a map of p-adic fields and we pick a compatible

embedding K → K ′ of algebraic closures then the induced map OCK
→ OCK′

induces a
map B+

dR,K → B+
dR,K ′ that is equivariant relative to the corresponding map of Galois groups

GK ′ → GK . In particular, if the induced map CK → CK ′ is an isomorphism then we have
B+

dR,K = B+
dR,K ′ (compatibly with the inclusion GK ′ →֒ GK) and likewise for the fraction

fields. This applies in two important cases: K ′/K a finite extension and K ′ = K̂un. In other
words, B+

dR and BdR are naturally insensitive to replacing K with a finite extension or with
a completed maximal unramified extension. The invariance of B+

dR and BdR under these two
kinds of changes in K is important in practice when replacing GK with an open subgroup
or with IK in the context of studying de Rham representations in §6. We will return to this
issue in more detail in Proposition 6.3.8 and the discussion immediately preceding it.

4.5. Exercises.

Exercise 4.5.1. Let K be a p-adic field and K0 its maximal unramified subfield (as defined

above Remark 4.2.4). Prove that the natural map K̂un
0 ⊗K0 K → K̂un is an isomorphism.

Exercise 4.5.2. Let K be a p-adic field and R = R(OK/(p)) the associated perfect valuation
ring. Prove that a subset Σ ⊆ R is dense for the vR-adic topology if and only if the maps
θn : R → OCK

/(p) have surjective restriction to Σ for all n > 0. Consider a nonzero
x = (xn)n>0 ∈ R. Prove that xn 6= 0 for all sufficiently large n, and show that if x̂n ∈ OCK

is
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a lift of xn then |x̂n| → 1 as n→∞. In other words, the xn’s are “almost units” in OCK
/(p)

for large n. This is a very useful fact.

Exercise 4.5.3. Let K be a p-adic field (with residue field k) and let R = R(OK/(p)) be the
associated valuation ring of an algebraically closed field of characteristic p > 0.

This crucial exercise introduces a topological ring structure on W(R)[1/p] that induces
the natural vR-adic product topology on the subring W(R) and extends it to a natural
topological ring structure on B+

dR whose induced quotient topology on the residue field CK

is the natural valuation topology. Roughly speaking, for W(R)[1/p] the idea is to impose
a topology using controlled decay of coefficients of Laurent series in p. The situation is
fundamentally different from topologizing Qp = Zp[1/p] from the topology on Zp because
pW(R) is not open in W(R) (in contrast with pZp ⊆ Zp) when R is given its vR-adic (rather
than its discrete) topology. Since this exercise has many parts, you may prefer to just do a
few parts now and come back to the rest as you see them used later.

(1) For any open ideal a ⊆ R and N > 0, let

UN,a =
⋃

j>−N

(p−j W(ap
j

) + pN W(R)) ⊆W(R)[1/p],

where W(J) for an ideal J of R means the ideal of Witt vectors in W(R) whose com-
ponents all lie in J . Prove that UN,a is a GK-stable W(R)-submodule of W(R)[1/p].

(2) Prove UN+M,a∩b ⊆ UN,a∩UM,b and that UN,a·UN,a ⊆ UN,a. Deduce that W(R)[1/p] has
a unique structure of topological ring with the UN,a’s a base of open neighborhoods
of 0, and that the GK-action on W(R)[1/p] is continuous.

(3) Prove that UN,a ∩W(R) = W(a) + pN W(R), and deduce that W(R) endowed with
its product topology using the vR-adic topology on R is a closed topological subring
of W(R)[1/p]. Conclude that K0 = W(k)[1/p] ⊆W(R)[1/p] is a closed subfield with
its usual p-adic topology (hint: k is a discrete subring of R).

(4) For each N > 0, prove that pNOCK
⊆ θQ(UN,a) and show that this containment gets

arbitrarily close to an equality for the p-adic topology (i.e., θQ(UN,a) is contained
in pN+aOCK

for arbitrarily small a > 0) by taking a to be sufficiently small. In
particular, deduce that θQ : W(R)[1/p]→ CK is a continuous open map.

(5) Prove that the multiplication map ξ : W(R)[1/p]→W(R)[1/p] is a closed embedding,
so all ideals (ker θQ)j = ξj W(R)[1/p] are closed. Conclude that with the quotient
topology on each W(R)[1/p]/(ker θQ)j, the inverse limit topology on B+

dR makes it
a Hausdorff topological ring relative to which the powers of the maximal ideal are
closed, W(R) is a closed subring (with its natural topology as subspace topology),
the GK-action is continuous, the multiplication map by ξ on B+

dR (and hence by any
uniformizer!) is a closed embedding, and the residue field CK inherits its valuation
topology as the quotient topology. (It is not clear if W(R)[1/p] recovers its initial
topology as the subspace topology from B+

dR, but this is never needed. On the other
hand, it is elementary from the construction that the map from B+

dR onto each of its
artinian quotients is an open mapping, so these quotients recover their initial topology
as their quotient topology from B+

dR. Also, (3) implies that B+
dR is a topological K-

algebra, by working with a K0-basis of K.)
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(6) Prove that this topology on B+
dR is complete. That is, Cauchy sequences (defined

in an evident manner) converge, or equivalently
∑
bn converges in B+

dR whenever
bn → 0. (Hint: Really prove that each W(R)[1/p]/(ker θQ)j is complete. For this
you’ll need to use how the UN,a’s were defined in order to prove, akin to the familiar
case of CK , that a sequence converging to 0 in such a quotient is represented by one
in W(R)[1/p] that is contained in p−N W(R) for a single N ; this boundedness on
denominators is not in the definition of the topology, so it really must be proved.)

(7) Recall that the adele ring of a global field is a natural example of a topological rings
whose subset of units is not a topological group (inversion is not continuous). Prove
that the subset of units is open. Can you determine if inversion is continuous relative
to the subspace topology? (This is never needed.)

5. Formalism of admissible representations

Now that we have developed some experience with various functors between Galois rep-
resentations and semilinear algebra categories via suitable rings with structure, we wish to
axiomatize this kind of situation for constructing and analyzing functors defined via “period
rings” in order that we do not have to repeat the same kinds of arguments every time we
introduce a new period ring. In §6 we shall use the following formalism.

5.1. Definitions and examples. Let F be a field and G be a group. Let B be an F -
algebra domain equipped with a G-action (as an F -algebra), and assume that the invariant
F -subalgebra E = BG is a field. We do not impose any topological structure on B or F or
G. Our goal is to use B to construct an interesting functor from finite-dimensional F -linear
representations of G to finite-dimensional E-vector spaces (endowed with extra structure,
depending on B).

We let C = Frac(B), and observe that G also acts on C in a natural way.

Definition 5.1.1. We say B is (F,G)-regular if CG = BG and if every nonzero b ∈ B whose
F -linear span Fb is G-stable is a unit in B.

Note that if B is a field then the conditions in the definition are obviously satisfied. The
cases of most interest will be rather far from fields. We now show how the Tate–Sen theorem
(Theorem 2.2.7) provides two interesting examples of (F,G)-regular domains.

Example 5.1.2. Let K be a p-adic field with a fixed algebraic closure K, and let CK denote
the completion of K. Let G = GK = Gal(K/K). Let B = BHT = ⊕n∈ZCK(n) endowed with
its natural G-action. Non-canonically, B = CK [T, 1/T ] with G acting through the p-adic
cyclotomic character χ : GK → Z×

p via g(
∑
anT

n) =
∑
g(an)χ(g)nT n. Obviously in this

case C = CK(T ). We claim that B is (Qp, G)-regular (with BG = K).
By the Tate–Sen theorem, BG = ⊕CK(n)G = K. To compute that CG is also equal to

K, consider the GK-equivariant inclusion of C = CK(T ) into the formal Laurent series field
CK((T )) equipped with its evident G-action. It suffices to show that CK((T ))G = K. The
action of g ∈ G on a formal Laurent series

∑
cnT

n is given by
∑
cnT

n 7→
∑
g(cn)χ(g)nT n, so

G-invariance amounts to the condition cn ∈ CK(n)G for all n ∈ Z. Hence, by the Tate–Sen
theorem we get cn = 0 for n 6= 0 and c0 ∈ K, as desired.
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Verifying the second property in (Qp, GK)-regularity goes by a similar method, as follows:
if b ∈ B − {0} spans a GK-stable Qp-line then GK acts on the line Qpb by some character
ψ : GK → Q×

p . It is a crucial fact (immediate from the continuity of the GK-action on each
direct summand CK(n) of B = BHT) that ψ must be continuous (so it takes values in Z×

p ).

Writing the Laurent polynomial b as b =
∑
cjT

j, we have ψ(g)b = g(b) =
∑
g(cj)χ(g)jT j, so

for each j we have (ψ−1χj)(g) · g(cj) = cj for all g ∈ GK . That is, each cj is GK-invariant in
CK(ψ−1χj). But by the Tate–Sen theorem, for a Z×

p -valued continuous character η of GK , if

CK(η) has a nonzero GK-invariant element then η|IK has finite order. Hence, (ψ−1χj)|IK has
finite order whenever cj 6= 0. It follows that we cannot have cj, cj′ 6= 0 for some j 6= j′, for
otherwise taking the ratio of the associated finite-order characters would give that χj−j

′|IK
has finite order, so χ|IK has finite order (as j − j′ 6= 0), but this is a contradiction since χ
cuts out an infinitely ramified extension of K. It follows that there is at most one j such
that cj 6= 0, and there is a nonzero cj since b 6= 0. Hence, b = cT j for some j and some
c ∈ C×

K , so b ∈ B×.

Example 5.1.3. Consider B = B+
dR equipped with its natural action by G = GK . This is

a complete discrete valuation ring with uniformizer t on which G acts through χ and with
fraction field C = BdR = B[1/t]. We have seen in Theorem 4.4.13 (using that the associated
graded ring to BdR is BHT) that CG = K, so BG = K too. Since BdR is a field, it follows
trivially that BdR is (Qp, G)-regular. Let us consider whether B = B+

dR is also (Qp, G)-
regular. The first requirement in the definition of (Qp, G)-regularity for B is satisfied in this
case, as we have just seen. But the second requirement in (Qp, G)-regularity fails: t ∈ B
spans a G-stable Qp-line but t 6∈ B×.

The most interesting examples of (Qp, GK)-regular rings are Fontaine’s rings Bcris and Bst

(certain subrings of BdR with “more structure”), which turn out (ultimately by reducing
to the study of BHT) to be (Qp, GK)-regular with subring of GK-invariants equal to K0 =
Frac(W(k)) = W(k)[1/p] and K respectively.

In the general axiomatic setting, if B is an (F,G)-regular domain and E denotes the field
CG = BG then for any object V in the category RepF (G) of finite-dimensional F -linear
representations of G we define

DB(V ) = (B ⊗F V )G,

so DB(V ) is an E-vector space equipped with a canonical map

αV : B ⊗E DB(V )→ B ⊗E (B ⊗F V ) = (B ⊗E B)⊗F V → B ⊗F V.
This is a B-linear G-equivariant map (where G acts trivially on DB(V ) in the right tensor
factor of the source), by inspection.

As a simple example, for V = F with trivial G-action we have DB(F ) = BG = E and the
map αV : B = B ⊗E E → B ⊗F F = B is the identity map. It is not a priori obvious if
DB(V ) always lies in the category VecE of finite-dimensional vector spaces over E, but we
shall now see that this and much more is true.

5.2. Properties of admissible representations. The aim of this section is to prove the
following theorem which shows (among other things) that dimEDB(V ) 6 dimF V ; in case
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equality holds we call V a B-admissible representation. For example, V = F is always B-
admissible. In case we fix a p-adic field K and let F = Qp and G = GK then for B = BHT

this coincides with the concept of being a Hodge-Tate representation. For the ring BdR

and Fontaine’s finer period rings Bcris, and Bst the corresponding notions are called being a
de Rham, crystalline, and semi-stable representation respectively.

Theorem 5.2.1. Fix V as above.

(1) The map αV is always injective and dimE DB(V ) 6 dimF V , with equality if and only
if αV is an isomorphism.

(2) Let RepBF (G) ⊆ RepF (G) be the full subcategory of B-admissible representations.
The covariant functor DB : RepBF (G) → VecE to the category of finite-dimensional
E-vector spaces is exact and faithful, and any subrepresentation or quotient of a
B-admissible representation is B-admissible.

(3) If V1, V2 ∈ RepBF (G) then there is a natural isomorphism

DB(V1)⊗E DB(V2) ≃ DB(V1 ⊗F V2),

so V1 ⊗F V2 ∈ RepBF (G). If V ∈ RepBF (G) then its dual representation V ∨ lies in
RepBF (G) and the natural map

DB(V )⊗E DB(V ∨) ≃ DB(V ⊗F V ∨)→ DB(F ) = E

is a perfect duality between DB(V ) and DB(V ∨).
In particular, RepBF (G) is stable under the formation of duals and tensor products

in RepF (G), and DB naturally commutes with the formation of these constructions
in RepBF (G) and in VecE.

Moreover, B-admissibility is preserved under the formation of exterior and sym-
metric powers, and DB naturally commutes with both such constructions.

Before proving the theorem, we make some remarks.

Remark 5.2.2. In practice F = Qp, G = GK for a p-adic field K, and E = K or E = K0

(the maximal unramified subfield, W(k)[1/p]), and the ring B has more structure (related
to a Frobenius operator, filtration, monodromy operator, etc.). Corresponding to this extra
structure on B, the functor DB takes values in a category of finite-dimensional E-vector
spaces equipped with “more structure”, with morphisms being those E-linear maps which
“respect the extra structure”.

By viewing DB with values in such a category, it can fail to be fully faithful (such as
for B = BHT or B = BdR using categories of graded or filtered vector spaces respectively),
but for more subtle period rings such as Bcris and Bst one does get full faithfulness into a
suitably enriched category of linear algebra objects. One of the key results in recent years
in p-adic Hodge theory is a purely linear algebraic description of the essential image of the
fully faithful functor DB for such better period rings (with the DB viewed as taking values
in a suitably enriched subcategory of VecE).

Remark 5.2.3. Once the theorem is proved, there is an alternative description of the B-
admissibility condition on V : it says that B⊗F V with its B-module structure and G-action
is isomorphic to a direct sum B⊕r (for some r) respecting the B-structure and G-action.
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Indeed, since αV is G-equivariant and B-linear, we get the necessity of this alternative
description by choosing an E-basis of DB(V ). As for sufficiency, if B ⊗F V ≃ B⊕r as B-
modules and respecting the G-action then necessarily r = d := dimF V (as B ⊗F V is finite
free of rank d over B), and taking G-invariants gives DB(V ) ≃ (BG)⊕d = E⊕d as modules
over BG = E. This says dimEDB(V ) = d = dimF V , which is the dimension equality
definition of B-admissibility.

Proof. First we prove (1). Granting for a moment that αV is injective, let us show the rest
of (1). Extending scalars from B to C := Frac(B) preserves injectivity (by flatness of C
over B), so C ⊗E DB(V ) is a C-subspace of C ⊗F V . Comparing C-dimensions then gives
dimEDB(V ) 6 dimF V . Let us show that in case of equality of dimensions, say with common
dimension d, the map αV is an isomorphism (the converse now being obvious). Let {ej} be
an E-basis of DB(V ) and let {vi} be an F -basis of V , so relative to these bases we can
express αV using a d × d matrix (bij) over B (thanks to the assumed dimension equality).
In other words, ej =

∑
bij ⊗ vi. The determinant det(αV ) := det(bij) ∈ B is nonzero due

to the isomorphism property over C = Frac(B) (as C ⊗B αV is a C-linear injection between
C-vector spaces with the same finite dimension d, so it must be an isomorphism). We want
det(αV ) ∈ B×, so then αV is an isomorphism over B. Since B is an (F,G)-regular ring, to
show the nonzero det(αV ) ∈ B is a unit it suffices to show that it spans a G-stable F -line in
B.

The vectors ej =
∑
bij⊗vi ∈ DB(V ) ⊆ B⊗F V are G-invariant, so passing to dth exterior

powers on αV gives that

∧d(αV )(e1 ∧ · · · ∧ ed) = det(bij)v1 ∧ · · · ∧ vd
is a G-invariant vector in B ⊗F ∧d(V ). But G acts on v1 ∧ · · · ∧ vd by some character
η : G→ F× (just the determinant of the given F -linear G-representation on V ), so G must
act on det(bij) ∈ B − {0} through the F×-valued η−1.

This completes the reduction of (1) to the claim that αV is injective. Since B is (F,G)-
regular, we have that E = BG is equal to CG. For DC(V ) := (C ⊗F V )G we also have a
commutative diagram

B ⊗E DB(V )
αV //

��

B ⊗F V

��
C ⊗E DC(V ) // C ⊗F V

in which the sides are injective. To prove injectivity of the top it suffices to prove it for
the bottom. Hence, we can replace B with C so as to reduce to the case when B is a field.
In this case the injectivity amounts to the claim that αV carries an E-basis of DB(V ) to a
B-linearly independent set in B ⊗F V , so it suffices to show that if x1, . . . , xr ∈ B ⊗F V are
E-linearly independent and G-invariant then they are B-linearly independent. Assuming to
the contrary that there is a nontrivial B-linear dependence relation among the xi’s, consider
such a relation of minimal length. We may assume it to have the form

xr =
∑

i<r

bi · xi
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for some r > 2 since B is a field and all xi are nonzero. Applying g ∈ G gives

xr = g(xr) =
∑

i<r

g(bi) · g(xi) =
∑

i<r

g(bi) · xi.

Thus, minimal length for the relation forces equality of coefficients: bi = g(bi) for all i < r,
so bi ∈ BG = E for all i. Hence, we have a nontrivial E-linear dependence relation among
x1, . . . , xr, a contradiction.

Now we prove (2). For any B-admissible V we have a natural isomorphism B⊗EDB(V ) ≃
B ⊗F V , so DB is exact and faithful on the category of B-admissible V ’s (since a sequence
of E-vector spaces is exact if and only if it becomes so after applying B⊗E (·), and similarly
from F to B). To show that subrepresentations and quotients of a B-admissible V are
B-admissible, consider a short exact sequence

0→ V ′ → V → V ′′ → 0

of F [G]-modules with B-admissible V . We have to show that V ′ and V ′′ are B-admissible.
From the definition DB is left-exact without any B-admissibility hypothesis, so we have a
left-exact sequence of E-vector spaces

0→ DB(V ′)→ DB(V )→ DB(V ′′)

with dimEDB(V ) = d by B-admissibility of V , so d 6 dimE DB(V ′) + dimEDB(V ′′). By
(1) we also know that the outer terms have respective E-dimensions at most d′ = dimF V

′

and d′′ = dimF V
′′. But d = d′ + d′′ from the given short exact sequence of F [G]-modules,

so these various inequalities are forced to be equalities, and in particular V ′ and V ′′ are
B-admissible.

Finally, we consider (3). For B-admissible V1 and V2, say with di = dimF Vi, there is an
evident natural map

DB(V1)⊗E DB(V2)→ (B ⊗F V1)⊗E (B ⊗F V2)→ B ⊗F (V1 ⊗ V2)

that is seen to be invariant under the G-action on the target, so we obtain a natural E-linear
map

tV1,V2 : DB(V1)⊗E DB(V2)→ DB(V1 ⊗F V2),

with source having E-dimension d1d2 (by B-admissibility of the Vi’s) and target having E-
dimension at most dimF (V1 ⊗F V2) = d1d2 by applying (1) to V1 ⊗F V2. Hence, as long as
this map is an injection then it is forced to be an isomorphism and so V1⊗F V2 is forced to be
B-admissible. To show that tV1,V2 is injective it suffices to check injectivity after composing
with the inclusion of DB(V1⊗F V2) into B⊗F (V1⊗F V2), and by construction this composite
is seen to coincide with the composition of the injective map

DB(V1)⊗E DB(V2)→ B ⊗E (DB(V1)⊗E DB(V2)) = (B ⊗E DB(V1))⊗B (B ⊗E DB(V2))

and the isomorphism αV1 ⊗B αV2 (using again that the Vi are B-admissible).
Having shown that B-admissibility is preserved under tensor products and that DB nat-

urally commutes with the formation of tensor products, as a special case we see that if V
is B-admissible then so is V ⊗r for any r > 1, with DB(V )⊗r ≃ DB(V ⊗r). The quotient
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∧r(V ) of V ⊗r is also B-admissible (since V ⊗r is B-admissible), and there is an analogous
map ∧r(DB(V ))→ DB(∧rV ) that fits into a commutative diagram

(5.2.1) DB(V )⊗r
≃ //

��

DB(V ⊗r)

��
∧r(DB(V )) // DB(∧rV )

in which the left side is the canonical surjection and the right side is surjective because it is
DB applied to a surjection between B-admissible representations. Thus, the bottom side is
surjective. But the left and right terms on the bottom have the same dimension (since V and
∧rV are B-admissible, with dimF V = dimE DB(V )), so the bottom side is an isomorphism!

The same method works with symmetric powers in place of exterior powers. Note that
the diagram (5.2.1) without an isomorphism across the top can be constructed for any
V ∈ RepF (G), so for any such V there are natural E-linear maps ∧r(DB(V )) → DB(∧rV )
and likewise for rth symmetric powers, just as we have for tensor powers (and in the B-
admissible case these are isomorphisms).

The case of duality is more subtle. Let V be a B-admissible representation of G over F .
To show that V ∨ is B-admissible and that the resulting natural pairing between DB(V ) and
DB(V ∨) is perfect, we use a trick with tensor algebra. For any finite-dimensional vector
space W over a field with dimW = d > 1 there is a natural isomorphism

det(W∨)⊗ ∧d−1(W ) ≃W∨

defined by

(ℓ1 ∧ · · · ∧ ℓd)⊗ (w2 ∧ · · · ∧ wd) 7→ (w1 7→ det(ℓi(wj))),

and this is equivariant for the naturally induced group actions in case W is a linear represen-
tation space for a group. Hence, to show that V ∨ is a B-admissible F -linear representation
space for G we are reduced to proving B-admissibility for det(V ∨) = (detV )∨ (as then
its tensor product against the B-admissible ∧d−1(V ) is B-admissible, as required). Since
detV is B-admissible, we are reduced to the 1-dimensional case (for proving preservation of
B-admissibility under duality).

Now assume the B-admissible V satisfies dimF V = 1, and let v0 be an F -basis of V , so B-
admissibility gives that DB(V ) is 1-dimensional (rather than 0). Hence, DB(V ) = E(b⊗ v0)
for some nonzero b ∈ B. The isomorphism αV : B⊗EDB(V ) ≃ B⊗F V = B(1⊗v0) between
free B-modules of rank 1 carries the B-basis b ⊗ v0 of the left side to b ⊗ v0 = b · (1 ⊗ v0)
on the right side, so b ∈ B×. The G-invariance of b⊗ v0 says g(b)⊗ g(v0) = b ⊗ v0, and we
have g(v0) = η(g)v0 for some η(g) ∈ F× (as V is a 1-dimensional representation space of G
over F , say with character η), so η(g)g(b) = b. Thus, b/g(b) = η(g) ∈ F×. Letting v∨0 be the
dual basis of V ∨, one then computes that DB(V ∨) contains the nonzero vector b−1 ⊗ v∨0 , so
it is a nonzero space. The 1-dimensional V ∨ is therefore B-admissible, as required.

Now that we know duality preserves B-admissibility in general, we fix a B-admissible V
and aim to prove the perfectness of the pairing defined by

〈·, ·〉V : DB(V )⊗E DB(V ∨) ≃ DB(V ⊗F V ∨)→ DB(F ) = E.



72 OLIVIER BRINON AND BRIAN CONRAD

For dimF V = 1 this is immediate from the above explicitly computed descriptions of DB(V )
and DB(V ∨) in terms of a basis of V and the corresponding dual basis of V ∨. In the general
case, since V and V ∨ are both B-admissible, for any r > 1 we have natural isomorphisms
∧r(DB(V )) ≃ DB(∧r(V )) and ∧r(DB(V ∨)) ≃ DB(∧r(V ∨)) ≃ DB((∧rV )∨) with respect to
which the pairing

∧rE(DB(V ))⊗E ∧rE(DB(V ∨))→ E

induced by 〈·, ·〉V on rth exterior powers is identified with 〈·, ·〉∧rV . Since perfectness of a
bilinear pairing between finite-dimensional vector spaces of the same dimension is equivalent
to perfectness of the induced bilinear pairing between their top exterior powers, by taking
r = dimF V we see that the perfectness of the pairing 〈·, ·〉V for the B-admissible V is
equivalent to perfectness of the pairing associated to the B-admissible 1-dimensional detV .
But the 1-dimensional case is settled, so we are done. �

5.3. Exercises.

Exercise 5.3.1. Verify the unchecked linear-algebra compatibility assertions in the proofs in
§5.
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Part II. Period rings and functors

6. de Rham representations

6.1. Basic definitions. Since BdR is (Qp, GK)-regular with BGK
dR = K, the general formal-

ism of admissible representations provides a good class of p-adic representations: the BdR-
admissible ones. More precisely, we define the covariant functor DdR : RepQp

(GK)→ VecK
valued in the category VecK of finite-dimensional K-vector spaces by

DdR(V ) = (BdR ⊗Qp V )GK ,

so dimK DdR(V ) 6 dimQp V . In case this inequality is an equality we say that V is a

de Rham representation (i.e., V is BdR-admissible). Let RepdR
Qp

(GK) ⊆ RepQp
(GK) denote

the full subcategory of de Rham representations.
By the general formalism from §5, for V ∈ RepdR

Qp
(GK) we have aBdR-linearGK-compatible

comparison isomorphism

αV : BdR ⊗K DdR(V )→ BdR ⊗Qp V

and the subcategory RepdR
Qp

(GK) ⊆ RepQp
(GK) is stable under passage to subquotients,

tensor products, and duals (and so also exterior and symmetric powers), and moreover the
functor DdR : RepdR

Qp
(GK) → VecK is faithful and exact and commutes with the formation

of duals and tensor powers (and hence exterior and symmetric powers).
Since duality does not affect whether or not the de Rham property holds, working with

DdR is equivalent to working with the contravariant functor

D∗
dR(V ) := DdR(V ∨) ≃ HomQp[GK ](V,BdR);

this alternative functor can be very useful. In general D∗
dR(V ) is a finite-dimensional K-

vector space, and its elements correspond to Qp[GK ]-linear maps from V into BdR. In
particular, for any V ∈ RepQp

(GK) the collection of all such maps spans a finite-dimensional
K-subspace of BdR, generally called the space of p-adic periods of V (or of V ∨, depending
on one’s point of view). This space of periods for V is the only piece of BdR that is relevant
in the formation of D∗

dR(V ). As an example, if V is an irreducible Qp[GK ]-module then any
nonzero map from V to BdR is injective and so D∗

dR(V ) 6= 0 precisely when V occurs as a
subrepresentation of BdR. In general dimK D

∗
dR(V ) 6 dimQp(V ), so an irreducible V appears

in BdR with finite multiplicity at most dimQp(V ), and this maximal multiplicity is attained
precisely when V is de Rham (as this is equivalent to V ∨ being de Rham).

Example 6.1.1. For n ∈ Z, DdR(Qp(n)) = Kt−n if we view Qp(n) as Qp with GK-action by
χn. This is 1-dimensional over K, so Qp(n) is de Rham for all n.

The output of the functor DdR has extra K-linear structure (arising from additional struc-
ture on the K-algebra BdR), namely a K-linear filtration arising from the canonical K-linear
filtration on the fraction field BdR of the complete discrete valuation ring B+

dR over K. Be-
fore we explain this in §6.3 and axiomatize the resulting finer target category of DdR (as a
subcategory of VecK), in §6.2 we review some terminology from linear algebra.
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6.2. Filtered vector spaces. Let F be a field, and let VecF be the category of finite-
dimensional F -vector spaces. In Definition 4.1.1 we defined the notion of a filtered vector
space over F . In the finite-dimensional setting, if (D, {Fili(D)}) is a filtered vector space
over F with dimF D < ∞ then the filtration is exhaustive if and only if Fili(D) = D for
i ≪ 0 and it is separated if and only if Fili(D) = 0 for i ≫ 0. We let FilF denote the
category of finite-dimensional filtered vector spaces (D, {Fili(D)}) over F equipped with an
exhaustive and separated filtration, where a morphism between such objects is a linear map
T : D′ → D that is filtration-compatible in the sense that T (Fili(D′)) ⊆ Fili(D) for all i.

In the category FilF there are good functorial notions of kernel and cokernel of a map
T : D′ → D between objects, namely the usual F -linear kernel and cokernel endowed
respectively with the subspace filtration

Fili(ker T ) := ker(T ) ∩ Fili(D′) ⊆ kerT

and the quotient filtration

Fili(coker T ) := (Fili(D) + T (D′))/T (D′) ⊆ coker(T ).

These have the expected universal properties (for linear maps D′
0 → D′ killed by T and

linear maps D → D0 composing with T to give the zero map respectively), but beware that
FilF is not abelian!!

More specifically, it can happen that ker T = coker T = 0 (i.e., T is an F -linear iso-
morphism) but T is not an isomorphism in FilF . The problem is that the even if T is an
isomorphism when viewed in VecF , the filtration on D may be “finer” than on D′ and so
although T (Fili(D′)) ⊆ Fili(D)) for all i, such inclusions may not always be equalities (so
the linear inverse is not a filtration-compatible map).

Example 6.2.1. For example, we could take D = D′ as vector spaces and give D′ the trivial
filtration Fili(D′) = D′ for i 6 0 and Fili(D′) = 0 for i > 0 whereas we define Fili(D) = D
for i 6 4 and Fili(D) = 0 for i > 4. The identity map T is then bijective but not an
isomorphism in FilF . Thus, the forgetful functor FilF → VecF loses too much information
(though it is a faithful functor).

Despite the absence of a good abelian category structure on FilF , we can still define basic
notions of linear algebra in the filtered setting, as follows.

Definition 6.2.2. For D,D′ ∈ FilF , the tensor product D ⊗ D′ has underlying F -vector
space D ⊗F D′ and filtration

Filn(D ⊗D′) =
∑

p+q=n

Filp(D)⊗F Filq(D′)

that is checked to be exhaustive and separated. The unit object F [0] is F as a vector space
with Fili(F [0]) = F for i 6 0 and Fili(F [0]) = 0 for i > 0. (Canonically, D ⊗ F [0] ≃
F [0]⊗D ≃ D in FilF for all D.)

The dual D∨ of D ∈ FilF has underlying F -vector space given by the F -linear dual
HomF (D,F ), and has the (exhaustive and separated) filtration

Fili(D∨) = (Fil1−iD)⊥ := {ℓ ∈ D∨ | Fil1−i(D) ⊆ ker ℓ}.
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The reason we use Fil1−i(D) rather than Fil−i(D) is to ensure that F [0]∨ = F [0] (check this
identification!).

A short exact sequence in FilF is a diagram

0→ D′ → D → D′′ → 0

in FilF that is short exact as vector spaces with D′ = ker(D → D′′) (i.e., D′ has the subspace
filtration from D) and D′′ = coker(D → D′′) (i.e., D′′ has the quotient filtration from D).
Equivalently, for all i the diagram

(6.2.1) 0→ Fili(D′)→ Fili(D)→ Fili(D′′)→ 0

is short exact as vector spaces.

There is also a naturally induced filtration on HomF (D′, D) for D,D′ ∈ FilF , and it is
useful that this can be defined in two equivalent ways. This is discussed in Exercise 6.4.1.

Example 6.2.3. The unit object F [0] is naturally self-dual in FilF , and that there is a natural
isomorphism D∨ ⊗ D′∨ ≃ (D ⊗ D′)∨ in FilF induced by the usual F -linear isomorphism.
Likewise we have the usual double-duality isomorphism D ≃ D∨∨ in FilF , and the evaluation
morphism D ⊗D∨ → F [0] is a map in FilF .

Example 6.2.4. There is a natural “shift” operation in FilF : for D ∈ FilF and n ∈ Z, define
D[n] ∈ FilF to have the same underlying F -vector space but Fili(D[n]) = Fili+n(D) for all
i ∈ Z. (There seems little risk of confusion caused by the notation F [0] that we use for the
unit object.)

We have D[n]∨ ≃ D∨[−n] in FilF in the evident manner, and shifting can be passed
through either factor of a tensor product.

Observe that if T : D′ → D is a map in FilF there are two notions of “image” that are
generally distinct in FilF but have the same underlying space. We define the image of T to
be T (D′) ⊆ D with the subspace filtration from D. We define the coimage of T to be T (D′)
with the quotient filtration from D′. Equivalently, coimT = D′/ kerT with the quotient
filtration and imT = ker(D → cokerT ) with the subspace filtration. There is a canonical
map coimT → imT in FilF that is a linear bijection, and it is generally not an isomorphism
in FilF .

Definition 6.2.5. A morphism T : D′ → D in FilF is strict if the canonical map coimT →
imT is an isomorphism, which is to say that the quotient and subspace filtrations on T (D′)
coincide.

There is a natural functor gr = gr• : FilF → GrF,f to the category of finite-dimensional
graded F -vector spaces via gr(D) = ⊕i Fili(D)/Fili+1(D). This functor is dimension-
preserving, and it is exact in the sense that if carries short exact sequences in FilF (see
Definition 6.2.2, especially (6.2.1)) to short exact sequences in GrF,f . By choosing bases
compatible with filtrations we see that the functor gr is compatible with tensor products in
the sense that there is a natural isomorphism

gr(D)⊗ gr(D′) ≃ gr(D ⊗D′)

in GrF,f for any D,D′ ∈ FilF , using the tensor product grading on the left side and the
tensor product filtration on D ⊗D′ on the right side.
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6.3. Filtration on DdR. For V ∈ RepQp
(GK), theK-vector spaceDdR(V ) = (BdR⊗V )GK ∈

VecK has a natural structure of object in FilK : since BdR has an exhaustive and separated
GK-stable K-linear filtration via Fili(BdR) = tiB+

dR, we get an evident K-linear GK-stable
filtration {Fili(BdR) ⊗Qp V } on BdR ⊗Qp V , so this induces an exhaustive and separated
filtration on the finite-dimensionalK-subspace DdR(V ) of GK-invariant elements. Explicitly,

Fili(DdR(V )) = (tiB+
dR ⊗Qp V )GK .

The finite-dimensionality of DdR(V ) is what ensures that this filtration fills up all of DdR(V )
for sufficiently negative filtration degrees and vanishes for sufficiently positive filtration de-
grees.

Example 6.3.1. For n ∈ Z, DdR(Qp(n)) is 1-dimensional with its unique filtration jump in
degree −n (i.e., gr−n is nonzero).

Proposition 6.3.2. If V is de Rham then V is Hodge–Tate and gr(DdR(V )) = DHT(V ) as
graded K-vector spaces. In general there is an injection gr(DdR(V )) →֒ DHT(V ) and it is an
equality of CK-vector spaces when V is de Rham.

The inclusion in the proposition can be an equality in some cases with V not de Rham,
such as when DHT(V ) = 0 and V 6= 0.

Proof. By left exactness of the formation ofGK-invariants, we get a naturalK-linear injection

gr(DdR(V )) →֒ DHT(V )

for all V ∈ RepQp
(GK) because gr(BdR) = BHT as graded CK-algebras with GK-action.

Thus,

dimK DdR(V ) = dimK gr(DdR(V )) 6 dimK DHT(V ) 6 dimQp(V )

for all V . In the de Rham case the outer terms are equal, so the inequalities are all equalities.
�

In the spirit of the Hodge–Tate case, we say that the Hodge–Tate weights of a de Rham
representation V are those i for which the filtration on DdR(V ) “jumps” from degree i to
degree i+1, which is to say gri(DdR(V )) 6= 0. This says exactly that the graded vector space
gr(DdR(V )) = DHT(V ) has a nonzero term in degree i, which is the old notion of CK ⊗Qp V
having i as a Hodge–Tate weight. The multiplicity of such an i as a Hodge–Tate weight is
the K-dimension of the filtration jump, which is to say dimK gri(DdR(V )).

Since DdR(Qp(n)) is a line with nontrivial gr−n, we have that Qp(n) has Hodge–Tate
weight −n (with multiplicity 1). Thus, sometimes it is more convenient to define Hodge–
Tate weights using the same filtration condition (gri 6= 0) applied to the contravariant functor
D∗

dR(V ) = DdR(V ∨) = HomQp[GK ](V,BdR) so as to negate things (so that Qp(n) acquires
Hodge–Tate weight n instead).

The general formalism of §5 tells us that DdR on the full subcategory RepdR
Q (GK) is exact

and respects tensor products and duals when viewed with values in VecK , but it is a stronger
property to ask if the same is true as a functor valued in FilK . For example, when DdR on
RepdR

Qp
(GK) is viewed with values in FilK it is a faithful functor, since the forgetful functor
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FilK → VecK is faithful and DdR is faithful when valued in VecK . However, it is less
mechanical to check if the general isomorphism

DdR(V ′)⊗K DdR(V ) ≃ DdR(V ′ ⊗Qp V )

in VecK for de Rham representations V and V ′ is actually an isomorphism in FilK (using the
tensor product filtration on the left side). Fortunately, such good behavior of isomorphisms
relative to filtrations does hold:

Proposition 6.3.3. The faithful functor DdR : RepdR
Qp

(GK) → FilK carries short exact
sequences to short exact sequences and is compatible with the formation of tensor products
and duals. In particular, if V is a de Rham representation and

0→ V ′ → V → V ′′ → 0

is a short exact sequence in RepQp
(GK) (so V ′ and V ′′ are de Rham) then DdR(V ′) ⊆ DdR(V )

has the subspace filtration and the linear quotient DdR(V ′′) of DdR(V ) has the quotient fil-
tration.

Once this proposition is proved, it follows that DdR with its filtration structure is com-
patible with the formation of exterior and symmetric powers (endowed with their natural
quotient filtrations as operations on FilK).

Proof. For any short exact sequence

(6.3.1) 0→ V ′ → V → V ′′ → 0

in RepQp
(GK) the sequence

(6.3.2) 0→ Fili(DdR(V ′))→ Fili(DdR(V ))→ Fili(DdR(V ′′))

is always left-exact, but surjectivity may fail on the right. However, when V is de Rham all
terms in (6.3.1) are Hodge–Tate and so the functor DHT applied to (6.3.1) yields an exact
sequence. Passing to separate graded degrees gives that the sequence of gri(DHT(·))’s is
short exact, but this is the same as the gri(DdR(·))’s since V ′, V , and V ′′ are de Rham (by
Theorem 5.2.1(2)). Hence, adding up dimensions of grj’s for j 6 i gives

dimK Fili(DdR(V )) = dimK Fili(DdR(V ′)) + dimK Fili(DdR(V ′′)),

so the left-exact sequence (6.3.2) is also right-exact in the de Rham case. This settles the
exactness properties for the FilK-valued DdR, as well as the subspace and quotient filtration
claims.

Now consider the claims concerning the behavior of DdR with respect to tensor product
and dual filtrations. By the general formalism of §5 we have K-linear isomorphisms

DdR(V )⊗K DdR(V ′) ≃ DdR(V ⊗Qp V
′), DdR(V )∨ ≃ DdR(V ∨)

for V, V ′ ∈ RepdR
Qp

(GK). The second of these isomorphisms is induced by the mapping

DdR(V )⊗K DdR(V ∨) ≃ DdR(V ⊗Qp V
∨)→ DdR(Qp) = K[0],

and so if the tensor-compatibility is settled then at least the duality comparison isomorphism
in VecK is a morphism in FilK .
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The construction of the tensor comparison isomorphism for the VecK-valued DdR rests
on the multiplicative structure of BdR, so since BdR is a filtered ring it is immediate that
the tensor comparison isomorphism in VecK for DdR is at least a morphism in FilK . In
view of the finite-dimensionality and the exhaustiveness and separatedness of the filtrations,
this morphism in FilK that is known to be an isomorphism in VecK is an isomorphism in
FilK precisely when the induced map on associated graded spaces is an isomorphism. But
gr(DdR) = DHT on de Rham representations and gr : FilK → GrK,f is compatible with the
formation of tensor products, so our problem is reduced to the Hodge–Tate tensor comparison
isomorphism being an isomorphism in GrK,f (and not just in VecK). But this final assertion
is part of Theorem 2.4.11. The same mechanism works for the case of dualities. �

The following corollary is very useful, and is often invoked without comment.

Corollary 6.3.4. For V ∈ RepQp
(GK) and n ∈ Z, V is de Rham if and only if V (n) is

de Rham.

Proof. By Example 6.3.1, this follows from the tensor compatibility in Proposition 6.3.3 and
the isomorphism V ≃ (V (n))(−n). �

Example 6.3.5. We now give an example of a Hodge–Tate representation that is not de Rham.
Consider a non-split short exact sequence

(6.3.3) 0→ Qp → V → Qp(1)→ 0

in RepQp
(GK). The existence of such a non-split extension amounts to the non-vanishing of

H1
cont(GK ,Qp(−1)), and at least when k is finite such non-vanishing is a consequence of the

Euler characteristic formula for H1’s in the Qp-version of Tate local duality.
We now show that any such extension V is Hodge–Tate. Applying CK ⊗Qp (·) to (6.3.3)

gives an extension of CK(1) by CK in RepCK
(GK), and H1

cont(GK ,CK(−1)) = 0 by the
Tate–Sen theorem. Thus, our extension structure on CK ⊗Qp V is split in RepCK

(GK),
so implies CK ⊗Qp V ≃ CK ⊕ CK(−1) in RepCK

(GK). The Hodge–Tate property for V
therefore holds. However, we claim that such a non-split extension V is never de Rham!

There is no known elementary proof of this fact. The only known proof rests on very deep
results, namely that de Rham representations must be potentially semistable in the sense of
being Bst,K ′-admissible after restriction to GK ′ for a suitable finite extension K ′/K inside of
K, where Bst,K ′ ⊆ BdR,K ′ = BdR,K is Fontaine’s semistable period ring. It is an important
fact that the category of Bst,K ′-admissble p-adic representations of GK ′ admits a fully faithful
functor Dst,K ′ into a concrete abelian semilinear algebra category (of weakly admissible
filtered (φ,N)-modules over K ′), and that the Ext-group for Dst,K ′(Qp(1)) by Dst,K ′(Qp) in
this abelian category can be shown to vanish via a direct calculation in linear algebra. By
full faithfulness of Dst,K ′, this would force the original extension structure (6.3.3) on V to
be Qp[GK ′]-linearly split. But the restriction map H1(GK ,Qp(−1)) → H1(GK ′,Qp(−1)) is
injective due to [K ′ : K] being a unit in the coefficient ring Qp, so the original extension
structure (6.3.3) on V in RepQp

(GK) would then have to split, contrary to how V was chosen.

Example 6.3.6. To compensate for the incomplete justification (at the present time) of the
preceding example, we now prove that for any extension structure

(6.3.4) 0→ V ′ → V → V ′′ → 0
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such that V ′ and V ′′ are de Rham (hence Hodge–Tate) and the Hodge–Tate weights of V ′

are all strictly larger than those of V ′′, the representation V is de Rham. (A basic example is
V ′′ = Qp and V ′ = Qp(r) with r > 0. Likewise, by induction we see that any upper-triangular
representation V ∈ RepQp

(GK) having diagonal characters that are finitely-ramified twists

of powers χai for which the exponents ai are strictly decreasing is a de Rham representation.)
Before proving this claim, we first make a side remark that will not be used. If k is finite

then by Kummer theory the space of isomorphism classes of such extensions with V ′′ = Qp

and V ′ = Qp(1) has Qp-dimension 1 + [K : Qp], and a calculation with weakly admissible
filtered (φ,N)-modules shows that there is only a 1-dimensional space of such extensions for
which V is semistable (i.e., Bst-admissible), namely those V ’s that arise from “Tate curves”
over K. Hence, these examples exhibit the difference between the de Rham property and
the much finer admissibility property with respect to the finer period ring Bst ⊆ BdR.

The de Rham property for V as above is the statement that dimK DdR(V ) = dimQp(V ).
It is harmless to make a Tate twist, so we may and do arrange that the Hodge–Tate weights
of V ′ are all > 1 and those of V ′′ are 6 0. In particular, DdR(V ′′) = (B+

dR ⊗Qp V
′′)GK . We

have a left exact sequence

0→ DdR(V ′)→ DdR(V )→ DdR(V ′′)

in FilK with dimK DdR(V ′) = dimQp V
′ and dimK DdR(V ′′) = dimQp V

′′. Hence, our problem
is to prove surjectivity on the right, for which it suffices to prove that the natural map
(B+

dR ⊗Qp V )GK → (B+
dR ⊗Qp V

′′)GK = DdR(V ′′) is surjective.
Applying B+

dR ⊗Qp (·) to the initial short exact sequence (6.3.4) gives a GK-equivariant
short exact sequence of finite free B+

dR-modules, so it admits a B+
dR-linear splitting. The

problem is to give such a splitting that is GK-equivariant, and the obstruction is a continuous
1-cocycle on GK valued in the topological module B+

dR ⊗Qp V
′. This has the filtration by

GK-stable closed B+
dR-submodules tnB+

dR⊗Qp V
′ with n > 0. (Recall from Exercise 4.5.3 that

multiplication by any uniformizer of B+
dR is a closed embedding, so tnB+

dR ⊗Qp V
′ has as its

subspace topology exactly its topology as a free module of rank 1 over the topological ring
B+

dR.) It suffices to prove H1
cont(GK , B

+
dR ⊗Qp V

′) = 0. The GK-equivariant exact sequence

0→ tn+1B+
dR ⊗Qp V

′ → tnB+
dR ⊗Qp V

′ → (CK ⊗Qp V
′)(n)→ 0

is topologically exact for n > 0. Since CK ⊗Qp V
′ ≃ ⊕CK(mi) in RepCK

(GK) for some
mi > 1, so mi + n > 1 for all n > 0 and all i, H1

cont(GK , (CK ⊗Qp V
′)(n)) = 0 for all n > 0

by the Tate–Sen theorem. We can therefore use a successive approximation argument with
continuous 1-cocycles and the topological identification B+

dR = lim←−B
+
dR/t

nB+
dR to deduce

that H1
cont(GK , B

+
dR ⊗Qp V

′) = 0. (Concretely, by successive approximation we exhibit each
continuous 1-cocycle as a 1-coboundary.)

An important refinement of Proposition 6.3.3 is that the de Rham comparison isomorphism
is also filtration-compatible:

Proposition 6.3.7. For V ∈ RepdR
Qp

(GK), the GK-equivariant BdR-linear comparison iso-
morphism

α : BdR ⊗K DdR(V ) ≃ BdR ⊗Qp V

respects the filtrations and its inverse does too.
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Proof. By construction α is filtration-compatible, so the problem is to prove that its inverse is
as well. It is equivalent to show that the induced BHT-linear map gr(α) on associated graded
objects is an isomorphism. On the right side the associated graded object is naturally
identified with BHT ⊗Qp V . For the left side, we first recall that (by a calculation with
filtration-adapted bases) the formation of the associated graded space of an arbitrary filtered
K-vector space (of possibly infinite dimension) is naturally compatible with the formation
of tensor products (in the graded and filtered senses), so the associated graded object for
the left side is naturally identified with BHT ⊗K gr(DdR(V )).

By Proposition 6.3.2, the de Rham representation V is Hodge–Tate and there is a natural
graded isomorphism gr(DdR(V )) ≃ DHT(V ). In this manner, gr(α) is naturally identified
with the graded comparison morphism

αHT : BHT ⊗K DHT(V )→ BHT ⊗Qp V

that is a graded isomorphism because V is Hodge–Tate. �

Recall that the construction of B+
dR as a topological ring with GK-action only depends

on OCK
endowed with its GK-action. Thus, replacing K with a discretely-valued complete

subfield K ′ ⊆ CK has no effect on the construction (aside from replacing GK with the closed
subgroup GK ′ within the isometric automorphism group of CK). It therefore makes sense
to ask if the property of V ∈ RepQp

(GK) being de Rham is insensitive to replacing K with
such a K ′, in the sense that this problem involves the same period ring BdR throughout (but
with action by various subgroups of the initial GK).

For accuracy, we now write DdR,K(V ) := (BdR ⊗Qp V )GK , so for a discretely-valued com-
plete extension K ′/K inside of CK we have DdR,K ′(V ) = (BdR ⊗Qp V )GK′ . There is an
evident map

K ′ ⊗K DdR,K(V )→ DdR,K ′(V )

in FilK ′ for all V ∈ RepQp
(GK) via the canonical compatible embeddings of K and K ′ into

the same B+
dR (determined by the embedding of W(k)[1/p] into B+

dR and considerations with
Hensel’s Lemma and the residue field CK).

Proposition 6.3.8. For any complete discretely-valued extension K ′/K inside of CK and
any V ∈ RepQp

(GK), the natural map K ′ ⊗K DdR,K(V )→ DdR,K ′(V ) is an isomorphism in
FilK ′. In particular, V is de Rham as a GK-representation if and only if V is de Rham as
a GK ′-representation.

As special cases, the de Rham property for GK can be checked on IK = GdKun and it is
insensitive to replacing K with a finite extension inside of CK . It must be emphasized that
the insensitivity of the de Rham condition to ramified extension on K is a “bad” feature,
akin to not distinguishing between good reduction and potentially good reduction for abelian
varieties. The more subtle (and important) properties of being a crystalline or semi-stable
representation will exhibit sensitivity to ramified extension on K, as we will explain and
illustrate in §9.3.

Proof. The fields K̂ ′un and K̂un have the same residue field k, so by finiteness of the absolute

ramification we see that the resulting extension K̂un → K̂ ′un of completed maximal unram-
ified extensions is of finite degree. Hence, it suffices to separately treat two special cases:
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K ′/K of finite degree and K ′ = K̂un. In the case of finite-degree extensions a transitivity
argument reduces us to the case when K ′/K is finite Galois. It follows from the defini-
tions that for all i ∈ Z, the finite-dimensional K ′-vector space Fili(DdR,K ′(V )) has a natural
semilinear action by Gal(K ′/K) whose K-subspace of invariants is Fili(DdR,K(V )). Thus,
classical Galois descent for vector spaces as in (2.4.3) (applied to K ′/K) gives the desired
isomorphism result in FilK ′ in this case.

To adapt this argument to work in the case K ′ = K̂un, we wish to apply the “com-
pleted unramified descent” argument for vector spaces as in the proof of Theorem 2.4.6.
It is follow from the definitions that for all i ∈ Z, the finite-dimensional K ′-vector space
Fili(DdR,K ′(V )) has a natural semilinear action by GK/IK = Gk and the K-subspace of
invariants is Fili(DdR,K(V )). Hence, to apply the completed unramified descent result we
just have to check that the Gk-action on each Fili(DdR,K ′(V )) is continuous for the natural
topology on this finite-dimensional K ′-vector space. More generally, consider the GK-action
on tiB+

dR ⊗Qp V . We view this as a free module of finite rank over the topological ring
B+

dR (using the topology from Exercise 4.5.3). It suffices to prove two things: (i) the GK-
action on tiB+

dR ⊗Qp V relative to the finite free module topology is continuous, and (ii) any
finite-dimensional K ′-subspace of tiB+

dR ⊗Qp V inherits as its subspace topology the natural
topology as such a finite-dimensional vector space (over the p-adic field K ′). Note that for
the proof of (ii) we may rename K ′ as K since this does not affect the formation of B+

dR, so
it suffices for both claims to consider a common but arbitrary p-adic field K.

For (i), we can use multiplication by t−i and replacement of V by V (i) to reduce to
checking continuity of the GK-action on B+

dR ⊗Qp V for any V ∈ RepQp
(GK). Continuity of

the GK-action on V and on B+
dR then gives the continuity of the GK-action on B+

dR⊗Qp V by
computing relative to a Qp-basis of V . To prove (ii) with K ′ = K, we may again replace V
with V (i) to reduce to the case i = 0. It is harmless to replace the given finite-dimensional
K-subspace of B+

dR⊗Qp V with a larger one, so by considering elementary tensor expansions
relative to a choice of Qp-basis of V we reduce to the case when the given finite-dimensional
K-vector space has the form W ⊗Qp V for a finite-dimensional K-subspace of B+

dR. We may
therefore immediately reduce to showing that if W ⊆ B+

dR is a finite-dimensional K-subspace
then its subspace topology from B+

dR is its natural topology as a finite-dimensional K-vector
space. This is part of Lemma 4.4.12. �

Example 6.3.9. In the 1-dimensional case, the Hodge–Tate and de Rham properties are
equivalent. Indeed, we have seen in general that de Rham representations are always Hodge–
Tate (in any dimension), and for the converse suppose that V is a 1-dimensional Hodge–Tate
representation. Thus, it has some Hodge–Tate weight i, so if we replace V with V (−i) (as
we may without loss of generality since every Qp(n) is de Rham) we may reduce to the case
when the continuous character ψ : GK → Z×

p of V is Hodge–Tate with Hodge–Tate weight 0.

Hence, CK(ψ)GK 6= 0, so by the Tate–Sen theorem ψ(IK) is finite. By choosing a sufficiently
ramified finite extension K ′/K we can thereby arrange that ψ(IK ′) = 1. Since the de Rham

property is insensitive to replacing K with K̂ ′un, we thereby reduce to the case of the trivial
character, which is de Rham.
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The same argument shows that any finite-dimensional p-adic representation W of GK with
open kernel on IK is de Rham with 0 as the only Hodge–Tate weight, and that DdR(W ) is
then a direct sum of copies of the unit object K[0] in FilK .

Example 6.3.9 shows that the exact faithful tensor functor DdR : RepdR
Qp

(GK) → FilK is

not fully faithful. Indeed, in Example 6.3.9 we saw that if ρ : GK → GL(W ) is a p-adic
representation with finite image on IK then W is necessarily de Rham and DdR(W ) ∈ FilK
is a direct sum of copies of the unit object K[0] in FilK ; this has lost all information about
W beyond dimQp W . In particular, the functor DdR : RepdR

Qp
(GK) → FilK really is not

fully faithful. In effect, DdR is insensitive to finite ramification information. This is a
serious deficiency, akin to losing the distinction between good reduction and potentially
good reduction.

To improve on the situation we need to do two things. First, we have to replace BdR with
a period ring having “finer structure”, in the same spirit as how BdR has finer structure
than BHT (a filtration rather than just a grading) and is a kind of refinement of BHT (i.e.,
gr(BdR) ≃ BHT). More specifically, we will find a GK-stable K0-subalgebra Bcris ⊆ BdR

that admits a finer structure than subspace filtration. The second thing we have to do is to
study properties of the functor Dcris := DBcris

with values in a richer linear algebra category
than filtered vector spaces. The extra linear algebra structure that we seek is a synthesis of
filtrations and Frobenius operators, and in §7 we will look at a number of examples arising
from algebraic geometry which point the way to the right kind of synthesis which leads to a
good generalization of the de Rham condition on p-adic representations of GK .

6.4. Exercises.

Exercise 6.4.1. Let F be a field. For D,D′ ∈ FilF we can naturally endow HomF (D′, D)
with a structure in FilF (denoted Hom(D′, D)). This can be done in two equivalent ways.
First of all, the usual linear isomorphism D⊗F D′∨ ≃ HomF (D′, D) imposes a FilF -structure
by using the dual filtration on D′∨ and the tensor product filtration on D ⊗F D′∨.

This is too ad hoc to be useful by itself, so the usefulness rests on the ability to also
describe this filtration in more direct terms in the language of Hom’s: prove that this ad hoc
definition yields

Fili(HomF (D′, D)) = {T ∈ HomF (D′, D) | T (Filj(D′)) ⊆ Filj+i(D) for all j}.
In other words, Fili(HomF (D′, D)) = HomFilF (D′, D[i]) for all i ∈ Z. (Hint: Compute using
bases of D and D′ adapted to the filtrations on these spaces.) What does this say for i = 0?
Or D = F [0]?

Exercise 6.4.2. Verify the successive approximation argument at the end of Example 6.3.6.

Exercise 6.4.3. Although p-adic Hodge theory addresses finite-dimensional Qp-linear repre-
sentations, in practice one often has to work with continuous linear representations of GK on
finite-dimensional vector spaces V over a finite extension E/Qp. In such cases one may want
a variant of the basic formalism, adapted to E-linear structures. At least for the de Rham
and Hodge–Tate properties (for which replacing K with a finite extension is harmless), it is
generally harmless to suppose that K is large enough to contain a Galois closure of E over
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Qp, and then it makes sense to try to redo the theory with E replacing Qp in some of the
basic constructions.

In this exercise we take up the first interesting question in this direction: does Example
6.3.9 carry over to 1-dimensional representations over a finite extension E/Qp? Let ψ :
GK → O

×
E be a continuous character. This is an object Vψ in RepQp

(GK) with Qp-dimension
[E : Qp]. We aim to prove that Vψ is de Rham if (and only if) it is Hodge–Tate, so we may
and do assume that K contains a Galois closure of E over Qp. The method of solution of
Example 6.3.9 cannot be used, since O

×
E near the identity is generally not Zp.

(1) Prove that CK ⊗Qp Vψ ≃
∏

σ CK(ψσ) in RepCK
(GK), where σ ranges through all

Qp-embeddings E →֒ K (and ψσ = σ ◦ ψ is viewed as a K×-valued character of
GK). Deduce that Vψ is Hodge–Tate if and only if there are integers nσ such that
CK(ψσ) ≃ CK(χnσ) for all σ. (Beware that the nσ’s really can be different from
each other. This already occurs for elliptic curves with complex multiplication: if L
is an imaginary quadratic field that is inert at p and if E is an elliptic curve over L
with complex multiplication by L then for K = Lp the representation Vp(EK) is a 1-
dimensional object in RepK(GK), say with GK-action given by a continuous character
ψ : GK → K×, and as an object in RepQp

(GK) is it Hodge-Tate with Hodge–Tate
weights {0, 1}. Hence, Vψ ≃ Vp(EK) has two distinct Hodge–Tate weights.)

(2) For W ∈ RepK(GK), define DdR,K(W ) = (BdR ⊗K W )GK ∈ FilK . Prove that for
W ∈ RepE(GK), DdR(W ) =

∏
σDdR,K(W σ) in FilK , where σ ranges through all

Qp-embeddings E → K and W σ = K ⊗σ,E W ∈ RepK(GK). Deduce that each
DdR,K(ψσ) is either 0 or 1-dimensional over K, and that Vψ if de Rham if and only
if DdR,K(ψσ) 6= 0 for all σ.

(3) Using a suitable Tate twist, reduce to showing that if ψ : GK → O
×
K is continuous

and CK(ψ) ≃ CK then DdR,K(ψ) 6= 0.
(4) Assuming CK(ψ) ≃ CK , prove that H1(GK ,CK(ψχn)) = 0 for all n > 1, and

deduce that H1(GK , tB
+
dR(ψ)) = 0. Finally, conclude that DdR,K(ψ) maps onto

H0(GK ,CK(ψ)) = K, so DdR,K(ψ) 6= 0, as desired.

7. Why filtered isocrystals?

To motivate how to generalize FilK to classify “good” p-adic representations, we shall now
study good reduction for an abelian variety A over a p-adic field K. By “good reduction”
we mean that A is the K-fiber of an abelian scheme (i.e., smooth proper group scheme over
Spec OK with connected geometric fibers). For example, when A is an elliptic curve this
amounts to the existence of a Weierstrass model over OK with smooth reduction. Below
we will provide a summary of some basic facts from the theory of group schemes, assuming
the reader has some prior experience with the concept of a group variety, and knows how to
think functorially with schemes (i.e., Yoneda’s Lemma). A nice introduction to the subject
of group schemes is given in [36, Ch. 3].

(In [37, Ch. 6] there is given a self-contained development of the basic theory of abelian
schemes; the main point to keep in mind is that they are always commutative, just like
abelian varieties, and they exhibit many of the familiar features of abelian varieties. One
should think of an abelian scheme A → S as a family of abelian varieties parameterized
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by S. The most “concrete” examples of abelian schemes beyond Weierstrass models with
unit discriminant are the relative Jacobians Pic0

X/S for a smooth proper curve X → S with
connected geometric fibers.)

For any prime ℓ, the ℓ-adic representation space

Vℓ(A) = Qℓ ⊗Zℓ
lim←−A[ℓn](K)

for GK encodes information about A. However, the case ℓ 6= p is far simpler to understand,
and we will begin with this case in order to get some intuition. The most basic interesting
fact is the Néron-Ogg-Shafarevich criterion [9, 1.2/8, 7.4/5]: A has good reduction if and only
if Vℓ(A) is unramified. This is a striking result: a Galois-theoretic property (unramifiedness)
implies a geometric property (existence of a nice integral model over OK). Of course, its
proof uses an a-priori theory of best possible integral models over OK , namely the theory of
Néron models.

The Néron-Ogg-Shafarevich criterion is extremely useful in the study of abelian varieties,
but it requires ℓ 6= p. It is natural to wonder if there is a property P of general p-adic repre-
sentations of GK such that good reduction for A is equivalent to Vp(A) satisfying property
P. We already saw in Question 1.1.3 and the discussion following it that the most naive
guess (i.e., unramifiedness) no longer works.

The right answer to the problem of formulating a Néron-Ogg-Shafarevich criterion “at p”
will lead us to some new kinds of objects in linear algebra, merging filtered objects from FilK
and K0-vector spaces equipped with a bijective Frobenius endomorphism in the spirit of §3
(with the field E there replaced by the much simpler field K0 = W(k)[1/p] equipped with
its canonical Frobenius automorphism). These combined structures will be called filtered
isocrystals, and they are ubiquitous throughout p-adic Hodge theory. A study of abelian
varieties will lead us to many interesting examples of filtered isocrystals.

7.1. Finite flat group schemes. Grothendieck gave a good analogue of the Néron-Ogg-
Shafarevich criterion for ℓ = p. He recognized that the criterion can be formulated in a
language different from Galois representations (using group schemes), as we will present in
Remark 7.1.12, and he then used the theory of Néron models to prove that his modified
formulation works even when ℓ = p. Ultimately p-adic Hodge theory does provide a purely
Galois-theoretic criterion for good reduction: a necessary and sufficient condition for A to
have good reduction is that Vp(A) is a crystalline GK-representation, which is to say that it
is Bcris-admissible for a certain “crytalline period ring” Bcris ⊆ BdR to be introduced in §9.1.
This does not obviate the need for Grothendieck’s criterion! In fact, the way good reduction
is connected to p-adic Hodge theory is via Grothendieck’s criterion: Grothendieck established
an equivalence between good reduction (for abelian varieties) and a property involving group
schemes, and work of Fontaine [19, 5.5, 6.2], Breuil [10, Thm. 1.4], and Kisin [30, Cor. 2.2.6]
establishes an equivalence between Grothendieck’s group scheme criterion and the crystalline
condition over any p-adic field K.

Definition 7.1.1. Let S be a scheme. A group scheme over S (or an S-group) is a group
object G→ S in the category of S-schemes. That is, there are given maps m : G×SG→ G,
i : G → G, and e : S → G over S satisfying the commutative diagrams that characterize
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a group law with inversion and identity. Equivalently (by Yoneda’s Lemma), for any S-
scheme T the set G(T ) = HomS(T,G) is endowed with a group structure and this structure
is functorial in T .

A homomorphism of S-group schemes is a map f : G → H that is compatible with the
multiplication and inversion morphisms, and with the identity sections. Equivalently, for all
S-schemes T , the induced map of sets G(T )→ H(T ) is a group homomorphism.

The (scheme-theoretic) kernel of an S-group homomorphism f is the S-group scheme
ker f = G ×H,eH

S obtained by pullback of f along the identity section eH : S → H ;
functorially, (ker f)(T ) = ker(G(T )→ H(T )) for every S-scheme T .

We are most interested in Definition 7.1.1 for S = SpecK, Spec OK , and Spec k. However,
considerations over more general S clarify the initial development of the theory (and are
necessary to give valid arguments via Yoneda’s Lemma).

Example 7.1.2. If E is an elliptic curve over a field k and n is a positive integer, then
the k-group [n] : E → E is finite flat of degree n2. Hence, the scheme-theoretic kernel
E[n] := [n]−1(0) is a finite k-group scheme of degree n2, even if char(k)|n. For example, if
E is a supersingular elliptic curve and char(k) = p then E[p] is a finite k-group scheme of
degree p2 but it has only the trivial geometric point (so it is an infinitesimal k-scheme).

This example is the reason why group schemes are essential for a good understanding
of torsion in abelian varieties in positive characteristic. (The scheme-theoretic kernel of an
isogeny is another good example: it could be nontrivial but have only the trivial geometric
point, such as the Frobenius isogeny of an elliptic curve.)

Example 7.1.3. The Z-group schemes Ga and Gm correspond to the additive structure on
the affine line and the multiplicative structure on the complement of the origin. The cor-
responding functors associate to any scheme T the additive group of global functions on T
and the multiplicative group of global units on T respective. See Exercise 7.4.1.

Observe that if G is an S-group scheme and S ′ → S is any map of schemes then the base
change G′ = G ×S S ′ has a natural structure of S ′-group scheme. As an illustration of the
utility of base change with group schemes, we note that many classical “matrix groups” are
really group schemes over Z, and base change to fields recover the classical viewpoint of such
matrix groups as group varieties defined over a field via “universal” matrix equations that
are independent of the base field. For example, GLn, SLn, and Sp2g are really affine group
schemes over Z (with GLn having coordinate ring Z[xij ]det(xij), etc.), and det : GLn → GL1 is
a Z-group homomorphism whose kernel is SLn. This viewpoint gives a precise way of saying
that certain group-theoretic considerations with matrices are “universal” (i.e., independent
of a base field) since they are really statements about group schemes over Z.

An important example of a group scheme homomorphism in characteristic p > 0 is the
relative Frobenius morphism. For example, if E is an elliptic curve over a field k of charac-
teristic p > 0, the relative Frobenius morphism is the degree-p isogeny E → E(p) described
by (x, y) 7→ (xp, yp) in Weierstrass coordinates. Its scheme-theoretic kernel if an infinitesimal
k-subgroup scheme of E of degree p. We now explain how to generalize this to all group
schemes in characteristic p > 0.
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Consider a base scheme S over Spec Fp. Let FS : S → S denote the absolute Frobenius
endomorphism (which corresponds to the p-power map on the coordinate ring of any affine
open; it is the identity map on underlying topological spaces). This is functorial in S since
the p-power map commutes with all homomorphisms of Fp-algebras. If X is an S-scheme
then we let X(p) denote the base change S ×FS ,S X viewed as an S-scheme via pr1; loosely
speaking, X(p) is the scheme obtained from X by replacing the coefficients of the defining
equations over S by their pth powers (but leaving the indeterminates alone).

Definition 7.1.4. The relative Frobenius morphism FX/S : X → X(p) is the unique S-map
fitting into the commutative diagram

X
FX/S

//

FX

%%

((

X(p)

��

pr2
// X

��
S

FS

// S

in which the square is cartesian. Loosely speaking, FX/S is the map given by pth powers on
coordinates over S.

We emphasize that FX/S is a map of S-schemes (unlike FX , which lies over the map FS).
From the definition one checks:

Lemma 7.1.5. Let X → S be a map of Fp-schemes. The formation of the relative Frobenius
map FX/S is functorial in X, compatible with arbitrary base change on S (i.e., if X ′ = S ′×SX
then S ′×S X(p) is naturally identified with X ′(p) over S ′ carrying 1S′ ×FX/S over to FX′/S′),
and compatible with residue to products over S. In particular, X = G is an S-group scheme
then FG/S : G→ G(p) is an S-group homomorphism.

The notion of a commutative group scheme is defined in an evident manner, and if G→ S
is such a group scheme then we write [n]G : G → G to denote the multiplication-by-n map
and

G[n] := ker([n]G)

to denote its kernel. For example, an abelian scheme is always commutative, and we know
from the theory over a field that its torsion subgroup schemes in that case are a powerful
tool in the investigation of the structure of the abelian variety. This example generalizes to
the case of an arbitrary base scheme, as follows.

Let A → S be an abelian scheme with fibers of constant dimension g > 0, and choose
n ∈ Z>0. We are especially interested in the case S = Spec OK . Consider the multiplication
map [n]A : A → A. By the theory of abelian varieties, on geometric fibers over S this
map becomes finite flat with constant degree n2g. It follows by general fibral techniques
(in case S is not the spectrum of a field) that the map [n]A : A → A is finite flat and the
pushforward [n]A∗(OA) is locally free of constant rank n2g. These properties are inherited by
any base change of [n]A over its target, so using base change by eA : S → A gives that the
(scheme-theoretic) n-torsion A[n] := ker([n]A) is a commutative finite flat S-group scheme
whose geometric fibers all have rank n2g.
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As we know from elliptic curves in characteristic p > 0, the number of geometric points
in the fibers of A[n] → S can be considerably less than n2g when p|n. The n-torsion group
schemes A[n] motivate the interest in the following definition.

Definition 7.1.6. Let S be a scheme. A finite flat group scheme over S is a commutative
group scheme f : G → S whose structural morphism to S is finite and flat with f∗(OG) a
locally free OS-module of some constant rank r > 0. We call r the order of the group scheme.

This definition can certainly be given without requiring commutativity, but it is of no
interest to us in such cases. As an example, if A → S is an abelian scheme with fibers of
constant dimension g > 0 then for any integer n > 1 the S-group A[n] is a finite flat group
scheme with order n2g. Here are some more examples illustrating the appropriateness of the
concept of order as defined above.

Example 7.1.7. Let S be a scheme.

(1) If Γ is a finite abelian group of size n then the disjoint union ΓS =
∐

γ∈Γ S of copies
of S indexed by Γ has a natural S-group scheme structure via the identitification

ΓS ×S ΓS =
∐

(γ,γ′)∈Γ×Γ

S

and the group law on Γ. (Keep in mind that S may be disconnected!) More con-
cretely, in terms of functors, for any S-scheme T we see that ΓS(T ) is the set of
locally constant maps T → Γ endowed with the evident pointwise group structure.
From the definition, f∗(OΓS

) =
∏

γ∈Γ OS as an OS-algebra, so ΓS is a finite flat group
scheme of order n. We call ΓS the constant S-group associated to Γ.

(2) The kernel µn of the nth-power map tn : GL1 → GL1 is a finite flat group scheme of
order n. This is the scheme of nth roots of unity, and its “coordinate ring” over OS

is OS[T ]/(T n − 1).
(3) Similarly, over an Fp-scheme S, the kernel αpm of the pmth-power map tp

m
: Ga → Ga

is a finite flat group scheme of order pm. This is the scheme of pmth roots of 0, and
its “coordinate ring” over OS is OS[T ]/(T p

m
). Although αp and µp are isomorphic as

S-groups, they are not isomorphic as S-groups when S is non-empty. (Try to write
down a homomorphism between them over a geometric point!)

(4) A finite group scheme G over a field k is connected if and only if Gred = Spec k
(so G is infinitesimal), since G(k) is always non-empty. Such G arise a lot when
char(k) > 0.

(5) Let E be an elliptic curve over a field k of characteristic p > 0. Then E[p] is a finite
flat k-group scheme of order p2, and E[p](k) has size 1 or p. In particular, E[p] is
never étale, and E[p] is infinitesimal if and only if E is supersingular.

Remark 7.1.8. If f : G → H is a homomorphism between finite flat group schemes over a
base S, then the kernel ker f is often not flat over S (unless S is the spectrum of a field).
For example, if S = Spec Z[ζp] and f : (Z/pZ)S → µp is the S-group map sending j to ζjp for
all j ∈ Z/pZ then ker f has generic fiber {0} of rank 1 but special fiber (Z/pZ)Fp of rank p,
so ker f is not S-flat due to rank-jumping in the fibers.



88 OLIVIER BRINON AND BRIAN CONRAD

It is a general theorem of Deligne [38, §1] that a finite flat (commutative!) group scheme is
killed by its order; that is, if G→ S has order n then the multiplication map [n]G : G→ G
is the zero map (i.e., it is the composite of the structure map G → S and the identity
section eG : S → S). If we drop the commutativity requirement on the group scheme then
the analogous assertion is an unsolved problem. Deligne’s theorem has the following nice
consequence (which can be proved in other ways):

Lemma 7.1.9. Let f : G → S be a finite flat group scheme whose order n is a unit on S.
Then G → S is an étale map. In particular, if S = Spec(F ) for a field F and char(F ) ∤ n
then G(Fs) is a finite group of size n.

The final part of the lemma is due to the fact that an étale scheme over a separably closed
field is a disjoint union of rational points. In view of this lemma, the most interesting aspects
of the theory of finite flat group schemes involve cases when n is not a unit on S, such as
p-power torsion in an abelian scheme over Spec OK.

Proof. Since f∗(OG) is a finite locally free OS-module, it follows from the general theory of
étale maps that f is étale if and only if it is so on geometric fibers over S. Hence, we can
assume that S = Spec(F ) for an algebraically closed field F . In this case étaleness amounts
to being a disjoint union of rational points. Since all physical points of G have residue field
F (as F is algebraically closed), to prove that the artinian coordinate ring of G is a product
of copies of F we can use translation in G(F ) to reduce to showing that the artin local ring
at the identity point has vanishing maximal ideal m. But m/m2 is dual to the tangent space
T0(G), so it suffices to prove T0(G) vanishes.

By Deligne’s theorem, the multiplication map [n]G : G→ G is the zero map, so it factors
as

G→ SpecF
eG→ G.

Applying the Chain Rule, d[n]G(0) : T0(G) → T0(G) factors through 0 and hence vanishes.
But we have another way to compute d[n]G(0)! From the definition of a group scheme it can
be checked (as in [36, Ch. II, §4] for group varieties) that m : G×G→ G has differential

T0(G)⊕ T0(G) ≃ T(0,0)(G×G)→ T0(G)

that is ordinary addition. Hence, by the Chain Rule, d(f + h)(0) = df(0) + dh(0) for any
two F -group maps f, h : G ⇉ G. By induction, it follows that d[n]G(0) : T0(G) → T0(G)
is multiplication by n ∈ F for any n ∈ Z. Since d[n]G(0) has been shown to vanish, we
conclude that n kills the F -vector space T0(G). But by hypothesis char(F ) ∤ n, so the only
possibility is T0(G) = 0. �

Using terminology from Example 1.2.4, we have a construction in the opposite direction:

Lemma 7.1.10. Let F be a field and GF = Gal(Fs/F ). The functor X  X(Fs) from finite
étale F -schemes to finite GF -sets is an equivalence of categories and is compatible with fiber
products. In particular, G  G(Fs) is an equivalence between the category of finite étale
F -groups and the category of finite GF -modules.

Proof. Since fiber products are characterized by categorical means, the compatibility with
fiber products is a formal consequence of the categorical equivalence (once it is proved).
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Also, since group objects are characterized in categorical terms involving products, it will
be automatic that the equivalence will restrict to one between group objects, as well as
commutative group objects.

Every finite étale F -scheme becomes totally split (i.e., a disjoint union of rational points)
over some finite Galois extension of F , so it suffices to prove the more precise statement that
for a finite Galois extension F ′/F , the functor X  X(F ′) from finite étale F -schemes split
by F ′ to finite Gal(F ′/F )-sets is an equivalence (compatibly with change in F ′).

The classical Galois descent isomorphism for vector spaces in (2.4.3) is compatible with
tensor products over the base field and so restricts to an equivalence between the category of
finite commutative F -algebras and the category of finite commutative F ′-algebras equipped
with an action by Gal(F ′/F ). Under this latter equivalence, those F -algebras A that are
finite étale and split by F are exactly the ones for which A′ = F ′⊗F A is a finite product of
copies of F ′. Hence, we are reduced to the elementary fact that the category of F ′-algebras
that are finite products of copies of F ′ is equivalent to the category of finite sets via the
formation of F ′-rational points. �

Lemma 7.1.9 and Lemma 7.1.10 show that over a field F of characteristic 0, the theory of
finite flat group schemes is the same as the theory of finite GF -modules. But this reformu-
lation is not merely linguistic: it enables us to define a good theory of “integral models” for
Galois modules when F = K is a p-adic field: if M is a finite discrete GK-module then an
integral model for M is a finite flat group scheme M over OK whose generic fiber is the finite
étale K-group scheme associated to M ; i.e., M ≃ M (K) as GK-modules. (In particular,
M has order equal to the size of M .) This concept provides good insight into the role of
unramifiedness in the study of finite GK-modules with order prime to p:

Proposition 7.1.11. The functor X  XK from finite étale OK-schemes to finite étale
K-schemes is an equivalence onto the category of finite étale K-schemes X for which X(K)
has unramified GK-action.

In particular, a finite GK-module with size not divisible by p admits an integral model if
and only if it is unramified, in which case such a model is finite étale and unique.

Proof. The second part follows from the first due to Lemma 7.1.9. As for the first part,
since a finite étale OK-algebra always has unramified K-fiber (essentially by definition of
étale) we see that the functor lands where we expect. The full faithfulness follows by using
normalization to construct an inverse functor. That is, any finite étale OK-algebra may be
reconstructed from its unramified K-fiber as the integral closure of OK in the coordinate
ring of this K-fiber.

Finally, we have to check that any finite étale K-scheme with unramified GK-action on
its K-points arises as the K-fiber of a finite étale OK-scheme. Passing to physical points,
this says that if K ′/K is a finite unramified extension then K ′ = K ⊗OK

A′ for a finite étale
OK-algebra A′. Simply take A′ = OK ′! �

Remark 7.1.12. Proposition 7.1.11 lets us reformulate the Néron-Ogg-Shafarevich criterion
in a new form: if A is an abelian variety over K and ℓ 6= p is a prime then A has good
reduction if and only if A[ℓn] admits an integral model Gn for all n > 1, in which case
Gn = Gn+1[ℓ

n] for all n > 1.
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In view of Remark 7.1.12, Grothendieck’s version [26, Exp. IX, Thm. 5.13] allowing ℓ = p
is very natural:

Theorem 7.1.13 (Grothendieck). Let A be an abelian variety over K and let ℓ be an arbi-
trary prime. Then A has good reduction if and only if A[ℓn] admits an integral model Gn for
all n > 1 with Gn = Gn+1[ℓ

n] (respecting the K-fiber identification A[ℓn] = (A[ℓn+1][ℓn]) for
all n > 1. In such cases, if A is the abelian scheme over OK with K-fiber A then necessarily
Gn = A [ℓn] for all n > 1.

In this result, each Gn+1 has pn-torsion that is equal to the OK-group Gn which is flat over
OK . Such flatness for the pn-torsion of Gn+1 is a nontrivial condition, in view of Remark
7.1.8. Beware that when ℓ = p it is generally the case that there can be more than one
integral model for a given finite flat K-group scheme (if there is any such model at all!),
but in [39] Raynaud proved that for ℓ = p the integral model is unique if it exists when
e(K) < p− 1, and remarkably without any restriction on e(K) he showed that in Theorem
7.1.13 with ℓ = p it is actually not necessary to assume Gn = Gn+1[ℓ

n] for all n > 1. (More
specifically, he showed that if some integral model exists for A[pn] for all n > 1 then models
can be found satisfying the compatibility requirement in Theorem 7.1.13.)

Using the language of ℓ-divisible groups (to be introduced in §7.2) rather than the language
of Galois representations, Theorem 7.1.13 admits the following linguistic reformulation: for
any prime ℓ (especially ℓ = p), an abelian variety A over K has good reduction if and only if
the ℓ-divisible group of A extends to an ℓ-divisible group over OK . The utility of this point
of view when ℓ = p is that p-divisible groups over OK and k admit a very rich structure
theory.

7.2. p-divisible groups and Dieudonné modules. The proof of Theorem 7.1.13 for ℓ = p
makes essential use of some results of Tate involving p-divisible groups, and the theory of
p-divisible groups is also a useful “testing ground” for many concepts in p-adic Hodge theory.
Thus, we now explain some basic aspects of the theory, with an eye on later applications.
(It must be stressed that the significance of p-divisible groups goes far beyond the contexts
that we will consider.) The basic idea behind the theory of p-divisible groups is to make
a scheme-theoretic substitute for Tate modules when working with group schemes that are
not finite étale (and so cannot be studied as Galois modules via Proposition 7.1.11). It is
instructive to first consider Tate modules from another point of view.

For an abelian variety A of dimension g > 0 over a field F , if ℓ 6= char(F ) is a prime
then the directed system {A[ℓn]} of finite étale F -groups of ℓ-power order can be analyzed in
terms of the associated directed system of Galois modules {A[ℓn](Fs)} due to Lemma 7.1.10.
Due to the basic exact sequences

0→ A[ℓ](Fs)→ A[ℓn+1](Fs)→ A[ℓn](Fs)→ 0

(using ℓ-multiplication to construct the right map), we can repackage this data in terms of
the limit

Tℓ(A) = lim←−A[ℓn](Fs)

that is a finite free Zℓ-module equipped with a continuous GF -action.
But can we work directly with the directed system {A[ℓn]}? One reason to try to avoid the

inverse limit step is that the directed system makes sense even when ℓ = char(F ) (in which
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case the Galois-theoretic framework cannot be used). More generally, if A→ S is an abelian
scheme with fibers of constant dimension g > 0 and p is a prime, then Gn := A[pn] is a finite
flat pn-torsion group scheme of order p2gn for all n > 1 and {Gn} is a directed system via
isomorphisms Gn ≃ Gn+1[p

n] for all n > 1. This structure motivates the following definition.

Definition 7.2.1. Let p be a prime and h > 0 an integer. A p-divisible group (or Barsotti-
Tate group) of height h over a scheme S is a directed system G = {Gn} of finite flat
group schemes over S such that each Gn is pn-torsion of order pnh and the transition map
in : Gn → Gn+1 is an isomorphism of Gn onto Gn+1[p

n] for all n > 1.
A morphism f : G → H between p-divisible groups is a compatible system of S-group

maps fn : Gn → Hn for all n > 1.
If S ′ → S is a map of schemes then G ×S S ′ := {Gn ×S S ′} is the p-divisible group of

height h over S ′ obtained by base change.

If G = {Gn} is a p-divisible group, we will often write G[pn] as convenient shorthand for
Gn. For an abelian scheme A → S with fibers of constant dimension g > 0, we sometimes
write A[p∞] to denote the associated p-divisible group {A[pn]} over S.

Let us see how p-divisible groups generalize Tate modules. Suppose S = SpecF for a field
F , and let p be a prime distinct from char(F ). A p-divisible group Γ = {Γn} over F has
each Γn necessarily finite étale over F , by Lemma 7.1.9, so the axioms for a p-divisible group
can be formulated entirely in the language of the Galois modules Mn = Γn(Fs): each Mn is
a discrete GF -module of size pnh that is killed by pn and Mn+1[p

n] = Mn. In particular, each
Mn has p-torsion M1 of size ph, so necessarily Mn is finite free of rank h over Z/(pn) for all
n.

We can form two kinds of limits: (i) the direct limit M∞ = lim−→Mn is (Qp/Zp)
h with a

continuous GF -action for the discrete topology, and (ii) multiplication by p on Mn+1 provides
a quotient map Mn+1 ։Mn of discrete GF -modules yielding an inverse limit Tp(Γ) = lim←−Mn

that is a finite free Zp-module of rank h equipped with a continuous action of GF for the
p-adic topology.

We can recover the directed system of Mn’s from both limits, namely Mn = M∞[pn] and
Mn = Tp(Γ)/(pn). The viewpoint of M∞ explains the “p-divisible” aspect of the situation
(since multiplication by p is surjective on (Qp/Zp)

h), whereas Tp(Γ) has a nicer Zp-module
structure. This proves:

Proposition 7.2.2. If F is a field with p 6= char(F ), then the functor Γ  Tp(Γ) is an
equivalence from the category of p-divisible groups over SpecF to the category of p-adic
representations of GF on finite free Zp-modules, with Tp(Γ) having Zp-rank equal to the
height of Γ.

For example, if Γ = A[p∞] is the p-divisible group associated to an abelian variety A over
F then Tp(Γ) is the p-adic Tate module representation Tp(A) of GF . Doing the same with
A replaced by GL1 yields Γ = {µpn} with the evident transition maps, for which we have
Tp(Γ) = Zp(1). When working over a base S on which p is not a unit, such as S = Spec OK ,
such Galois-theoretic considerations do not apply.

Although Tate modules are not available when studying p-divisible groups over base
schemes on which p is not a unit, over some special base schemes there is a very good



92 OLIVIER BRINON AND BRIAN CONRAD

replacement. The two simplest cases for which a variant is available is S = Spec k for a per-
fect field k of characteristic p > 0 and S = Spec W(k) for such a k. (The case S = Spec OK

is rather more subtle when e(K) > 1, and we postpone it to §12 where we use integral
p-adic Hodge theory.) The theory over Spec k is due to Dieudonné, as part of his theory of
Dieudonné modules, and the theory over Spec W(k) is due to Fontaine (building on earlier
work of Barsotti and Honda). We now turn to a discussion of each of these cases in turn.
The case S = Spec W(k) is of more arithmetic interest, but to understand it we first need
to review Dieudonné’s method for working with the special fiber over k.

Definition 7.2.3. Let k be a perfect field of characteristic p > 0, and let σ : W(k) ≃W(k)
be the Frobenius automorphism lifting the p-power map on k. The Dieudonné ring of k is the
associative ring Dk = W(k)[F ,V ] subject to the relations FV = V F = p, F c = σ(c)F
for c ∈W(k), and cV = V σ(c) for c ∈W(k). (This is non-commutative when k 6= Fp, and
is Zp[x, y]/(xy − p) when k = Fp.)

Observe that a left Dk-module is the same thing as a W(k)-module D equipped with a
σ-semilinear endomorphism F : D → D and a σ−1-semilinear endomorphism V : D → D
such that FV = V F = [p]D. An excellent reference for the basic theory of Dieudonné
modules and their relations with group schemes over k is [18, Ch. I–III], and some of the
main results as summarized as follows.

Theorem 7.2.4. There is an additive anti-equivalence of categories G  D(G) from the
category of finite flat k-group schemes of p-power order to the category of left Dk-modules of
finite W -length. The following additional properties hold.

(1) The order of G is pℓW(k)(D(G)).
(2) If k′/k is an extension of perfect fields then naturally W(k′)⊗W(k) D(G) ≃ D(Gk′) as

left Dk′-modules. In particular, taking k → k′ to be the Frobenius map σ : k ≃ k, we
naturally have σ∗(D(G)) ≃ D(G(p)) as W(k)-modules, where G(p) is the base change
of G along Spec σ.

(3) Let FG/k : G → G(p) be the relative Frobenius morphism as in Definition 7.1.4. The
σ-semilinear map D(G)→ D(G) corresponding to the W(k)-linear map

σ∗(D(G)) ≃ D(G(p))
D(FG/k)
→ D(G)

is the action of F . Moreover, G is connected if and only if F is nilpotent on D(G).
(4) The k-vector space D(G)/FD(G) is canonically identified with the linear dual t∗G of

the tangent space tG of G at the origin. In particular, G is étale if and only if F is
bijective on D(G).

Example 7.2.5. Let k be a perfect field of characteristic p > 0. Finite flat p-torsion k-
groups correspond to 1-dimensional k-vector spaces equipped with a compatible left Dk-
module structure. That is, there is given a pair of operators F and V with appropriate
semilinearity properties such that F ◦V and V ◦F both vanish. In the 1-dimensional case
we have D(µp) = k with F = 0 and V = σ−1, D(Z/pZ) = k with V = 0 and F = σ, and
D(αp) = k with F = V = 0. When k is algebraically closed there are no other 1-dimensional
examples, but otherwise the cases in which F 6= 0 or V 6= 0 admit other possibilities.
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In the 2-dimensional case, an especially interesting example is M = k2 with

F = σ ◦
(

0 1
0 0

)
, V = σ−1 ◦

(
0 1
0 0

)
.

The corresponding k-group is the p-torsion of a supersingular elliptic curve over k.

The usefulness of Theorem 7.2.4 is perhaps most strikingly illustrated by applying it to
describe p-divisible groups over k in a manner very much like a Tate module, except that
the Galois action is replaced with a Dk-module structure and the “coefficients” are W(k)
rather than Zp:

Proposition 7.2.6. The functor G  D(G) := lim←−D(Gn) is an anti-equivalence of cate-
gories between the category of p-divisible groups over k and the category of finite free W(k)-
modules D equipped with a Frobenius semilinear endomorphism F : D → D such that
pD ⊆ F (D). The height of G is the W(k)-rank of D(G), and this equivalence is compatible
with any extension k′/k of perfect fields.

The torsion-levels Gn of the p-divisible group G satisfy D(Gn) ≃ D(G)/(pn) compatibly
with change in n, so the Gn’s are connected if and only if F is topologically nilpotent on
D(G) with its p-adic topology.

The point of the condition pD ⊆ F (D) in this proposition is to ensure that the V operator
can also be defined on D, as is required to specify a left Dk-module structure.

Proof. Choose a p-divisible group G = {Gn} over k with height h > 0. Since G1 is the
categorical kernel of p on Gn and D is an additive categorical anti-equivalence, it follows that
D(G1) is naturally identified with D(Gn)/(p) for all n. Thus, each D(Gn) is a W(k)/(pn)-
module of length pnh such that D(Gn)/(p) ≃ D(G1) has k-dimension h.

It follows by the same argument used to work out the structure of torsion in abelian
varieties that each D(Gn) is a finite free W(k)/(pn)-module of rank h and Gn →֒ Gn+1

induces an isomorphism D(Gn+1)/(p
n) ≃ D(Gn) for all n > 1. Hence,

D(G) = lim←−D(Gn)

is Dk-module that is finite free over W(k) with rank h, and D(G)/(pn) ≃ D(Gn) as Dk-
modules compatibly with change in n. �

To give another illustration of the usefulness of Dieudonné modules, recall that if A and
B are abelian varieties over a field k with char(k) 6= ℓ then

(7.2.1) Zℓ ⊗Z Homk(A,B)→ HomZℓ[Gk](Tℓ(A), Tℓ(B))

is injective. We can rewrite the target as the space of maps Homk(A[ℓ∞], B[ℓ∞]) of ℓ-divisible
groups over k, suggesting that for p = char(k) > 0 the map

Zp ⊗Z Homk(A,B)→ Homk(A[p∞], B[p∞])

should be injective. Though k may not be perfect, to check such injectivity it suffices to do
so over a perfect extension of k, in which case we can use Dieudonné theory to reformulate
the assertion as:
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Proposition 7.2.7. Let A and B be abelian varieties over a perfect field k with char(k) =
p > 0. The natural map

(7.2.2) Zp ⊗Z Homk(A,B)→ HomDk
(D(B[p∞]),D(A[p∞]))

is injective.

This proposition is proved by exactly the same argument as in the ℓ-adic case for ℓ 6= p (as
in [36, §19, Thm, 3]). Although (7.2.2) looks very similar to the analogue for Tate modules
(up to the intervention of contravariance that swaps A and B in the target), there are two
important distinctions to keep in mind: (i) when k is algebraically closed the Dk-module
structure cannot be ignored (whereas the Galois action becomes trivial in the ℓ-adic case),
and (ii) although the Dieudonné modules are finite free W(k)-modules, if k 6= Fp then the
target of (7.2.2) is not a W(k)-module when it is nonzero because W(k) is not central in Dk

(and so it does not act through Dk-linear endomorphisms on a general Dk-module).
It is an important result of Tate that (7.2.1) and (7.2.2) are isomorphisms when k is

finite. This is essential in Tate’s analysis ([48], [50]) of the precise structure (especially at
p-adic places) of the endomorphism algebras of simple abelian varieties over finite fields.
Tate went much further with p-divisible groups than applications over finite fields. In mixed
characteristic, he showed that although p-divisible groups over OK are not abelian schemes,
they sometimes behave as if they were. More specifically, Tate proved (as the main result in
[49]) that p-divisible groups over OK are functorial in their generic fiber, exactly like abelian
schemes:

Theorem 7.2.8 (Tate). If Γ and Γ′ are p-divisible groups over OK then Hom(Γ,Γ′) →
HomK(ΓK ,Γ

′
K) is bijective.

This theorem (and its technique of proof) marks the true beginning of p-adic Hodge theory,
as it was Tate’s proof of this result that led him to discover the Hodge–Tate decomposition
for H1

ét(AK ,Qp) = Vp(A)∨ for abelian varieties A over K with good reduction, and to then
ask whether a similar such decomposition might hold in complete generality (for the p-adic
étale cohomology of all smooth proper K-schemes).

We conclude our discussion of Dieudonné modules by describing Fontaine’s classification
of finite flat group schemes (of p-power order) and p-divisible groups G over W(k) in terms
of the Dieudonné module D(Gk) of the special fiber and some “lifting data”.

Recall that D(Gk)/FD(Gk) is the cotangent space of Gk at the origin (Theorem 7.2.4).
In [18, Ch. IV], Fontaine proved via a general study of formal groups that if Gk is a p-
divisible group over k then when p > 2 any lift G of Gk to W(k) provides a W(k)-submodule
L ⊆ D(Gk) of “logarithms” such that L/pL → D(Gk)/FD(Gk) is an isomorphism. For
p = 2 he obtained the same result provided that Gk (or rather, each Gk[p

n]) is connected.
In [17] Fontaine proved an analogous theorem when Gk is a finite flat group scheme of
p-power order (assumed to be connected when p = 2), with the additional property that
V |L : L→ D(Gk) is injective (as is automatic when working with finite free W(k)-modules,
since F ◦ V = p). This motivates the following definition.

Definition 7.2.9. Let k be a perfect field of characteristic p > 0. A Honda system over
W(k) is a pair (M,L) consisting of a finite free W(k)-module M , a W(k)-submodule L, and
a Frobenius-semilinear endomorphism F : M → M such that
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• pM ⊆ F (M),
• the induced map L/pL→M/F (M) is an isomorphism.

If F is topologically nilpotent on M then (M,L) is called connected.
A finite Honda system over W(k) is a pair (M,L) consisting of a left Dk-module M of

finite W(k)-length and a W(k)-submodule L such that

• the restriction V |L : L→M is injective
• the induced map L/pL→M/F (M) is an isomorphism.

If F is nilpotent on M then (M,L) is called connected.

Morphisms of Honda systems and finite Honda systems are defined in the evident manner,
and there is an evident notion of base change (corresponding to extensions k → k′ of perfect
fields). Note that the condition pM ⊆ F (M) in the definition of a Honda system is just a
way of encoding that M is really a left Dk-module (in which case the map V |L : L→ M is
automatically injective since FV = p and M is torsion-free over W(k)). It is true but not
obvious that if (M,L) is a Honda system over W(k) then (M/pnM,L/pnL) is a finite Honda
system over W(k). This expresses a basic compatibility property in the following result of
Fontaine:

Theorem 7.2.10 (Fontaine). Let k be a perfect field of characteristic p > 0. If p > 2 then
there is a natural anti-equivalence of categories G  (D(Gk), L(G)) from the category of
p-divisible groups over W(k) to the category of Honda systems, and the same holds for p = 2
if we restrict attention to connected objects on both sides.

Likewise, there is a natural anti-equivalence of categories from the category of finite flat
W(k)-group schemes of p-power order to the category of finite Honda systems when p > 2,
and similarly for connected objects when p = 2.

Both anti-equivalences respect extension of the perfect residue field, and if G is a p-divisible
group over W(k) then (D(Gk)/(p

n), L(G)/(pn)) is naturally identified with the finite Honda
system associated to G[pn] for all n > 1.

Proof. The case of p-divisible groups is treated in [18, Ch. IV] using the theory of formal
groups. The case of finite group schemes was announced by Fontaine in [17], unfortunately
without proofs; in [15, §1] proofs are provided. �

Recall that K0 denotes W(k)[1/p] (as in the discussion preceding Remark 4.2.4). In the
spirit of p-adic Hodge theory it is natural to ask for a description of the Galois module
G(K0) associated to a finite flat group scheme G over W(k) in terms of its associated finite
Honda system, and similarly for the p-adic representation of GK0 associated to the p-adic
Tate module of the generic fiber of a p-divisible group over W(k). Such descriptions can be
given, but we will not need them and so we refer the interested reader to [15, Thm. 1.9] for
further details.

7.3. Motivation from crystalline and de Rham cohomologies. In Proposition 7.2.6,
we saw that there is some interest in studying the following kind of semilinear algebra
object: a finite free W(k)-module D equipped with a Frobenius semi-linear endomorphism
φ : D → D such that pD ⊆ φ(D). For any such D, φ is bijective on D[1/p]. Hence, D[1/p]
is an instance of the following kind of structure:
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Definition 7.3.1. An isocrystal over K0 is a finite-dimensional K0-vector space D equipped
with a bijective Frobenius-semilinear endomorphism φD : D → D. (The “iso” refers to
isogeny, and is related to working over K0 rather than W(k) and assuming that φD is
bijective on D.)

The abelian category of isocrystals over K0 is denoted ModφK0
, with evident notions of ten-

sor product and dual (the latter resting on the Frobenius structure (φD∨ .ℓ)(d) := σ(ℓ(φ−1
D (d)))

for ℓ ∈ D∨ and d ∈ D, with σ denoting the Frobenius automorphism of K0 = W(k)[1/p]).

Just as the isogeny category of abelian varieties over a field is much simpler than the
category of abelian varieties (e.g., Poincaré complete reducibility holds up to isogeny, and
endomorphism algebras are semisimple over Q), working with an “isogeny category” of p-
divisible groups over a field is sometimes a big simplification. Put another way, just as Vℓ(A)
can be more convenient than Tℓ(A), we will likewise find that working with the isocrystal
D(A[p∞])[1/p] can be simpler than working with the Dieudonné module D(A[p∞]). Of
course, sometimes it is necessary to keep track of the integral structure (e.g., for deformation
theory of abelian varieties and Galois representations).

The following example shows that one can really “write down” isocrystals over K0. The
isocrystals given below lead to a classification of all isocrystals when k = k (Theorem 8.1.4).
Nothing like this is true if we work over W(k) rather than over K0 = W(k)[1/p], so it

demonstrates one of the virtues of working in the “isogeny category” ModφK0
.

Example 7.3.2. Let K0[φ] = Dk[1/p] (with φ = F from Definition 7.2.3) be the twisted
polynomial ring satisfying φc = σ(c)φ for c ∈ K0. (See Exercise 7.4.7.) An interesting class
of isocrystals over K0 is given by the quotients

Dr,s = K0[φ]/(K0[φ](φr − ps))
modulo the left ideals K0[φ](φr − ps) in K0[φ] for any integers r and s with r > 0 (but
possibly s < 0). The Frobenius structure on Dr,s defined by left multiplication by φ.

By a “division algorithm’” argument we see that Dr,s has finite dimension r over K0, and
it is an isocrystal over K0. Although it does not make sense to speak of eigenvalues for the
φ-operator on Dr,s when k 6= Fp (since this operator is just semilinear rather than linear), it
is good to imagine that φ should have “eigenvalues” on Dr,s that are integral unit multiples
of ps/r.

General isocrystals over K0 will play an essential role in the theory of crystalline repre-
sentations, and the ones arising from Dieudonné modules of p-divisible groups over k as in
Proposition 7.2.6 are extremely special: in general an isocrystal need not contain a φ-stable
W(k)-lattice, and even when such a lattice M exists it is a very stringent condition that
pM ⊆ φ(M). Moreover, when e(K) > 1 the appropriate integral counterpart to isocrystals
is far more subtle than the W(k)-module structures arising from p-divisible groups over k.

At this point we have seen two ways in which Frobenius structures naturally arise in the
study of p-adic Galois representations: in §3 via étale ϕ-modules (which encode informa-
tion about GK-representations restricted to a certain closed subgroup GK∞

), and in §7.2
via isocrystals over K0 and integral counterparts related to p-divisible groups over k and
especially over W(k) (such as arise from abelian varieties over K0 with good reduction).
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To figure out how to introduce Frobenius structures into the study of objects in FilK
in general, we first consider an abelian variety A over K0 with good reduction, say with
A the corresponding abelian scheme over W(k). Let Γ = A [p∞] be the corresponding p-
divisible group over W(k). By Theorem 7.2.8, Γ is determined up to isomorphism by the
corresponding generic fiber ΓK0 , or equivalently the associated Zp[GK0 ]-module Tp(A). Since
torsion in abelian varieties over an algebraically closed field classifies finite étale covering
spaces [36, §18], this Tate module is the Zp-linear dual of H1

ét(AK0
,Zp). But Theorem 7.2.10

shows (assuming connectedness when p = 2) that Γ is determined up to isomorphism by an
entirely different kind of structure: the Dieudonné module D(Γk) equipped with the filtration
provided by the W(k)-submodule L ⊆ D(Γk) satisfying L/pL ≃ D(Γk)/FD(Γk).

Upon inverting p, we now have two kinds of structure that each determine Γ up to
isogeny: the p-adic Galois representation H1

ét(AK0
,Qp) and the isocrystal D(Γk)[1/p] over

K0 equipped with a 1-step filtration Fil1 = L[1/p] ⊆ D(Γk)[1/p]. It is therefore natural
to speculate whether there is a way to bypass Γ entirely and define a “mysterious functor”
going directly between p-adic GK0-representations and isocrystals D over K0 endowed with
a structure from FilK0. This suggests that to generalize FilK0 we should bring the category

ModφK0
of isocrystals over K0 into the picture.

Now allowing ramification, there is a broader context in which one sees isocrystals over K0

and filtered vector spaces over K interacting with each other (even when e(K) > 1, in which
case Frobenius operators make no sense on K-vector spaces). Let X be a smooth proper K-
scheme, and assume X = XK for a smooth proper OK-scheme X (i.e., “good reduction”).
Let X0 = X ⊗OK

k denote the smooth proper special fiber over the perfect field k. The
theory of crystalline cohomology over k provides a finitely generated (possibly not free)
W(k)-module Hi

cris(X0/W(k)) equipped with a Frobenius semilinear endomorphism φ such
that the induced endomorphism of the K0-vector space Hi

cris(X0/W(k))[1/p] is bijective (due
to a calculation with Poincaré duality). This is an isocrystal over K0.

The comparison isomorphism between crystalline and de Rham cohomology [6, Cor. 2.5]
is a canonical K-linear isomorphism

(7.3.1) Hi
dR(X/K) ≃ K ⊗K0 Hi

cris(X0/W(k))[1/p].

(In general the integral structures on both sides provided by the image of Hi
cris(X0/W(k))

and the image of Hi
dR(X /OK) are not compatible in either direction [6, Rem. 2.10]! So it is

important that we have inverted p.) Thus, D = Hi
cris(X0/W(k))[1/p] is an isocrystal over

K0 for which the scalar extension DK := K ⊗K0 D is endowed with a structure of object in
FilK via the Hodge filtration on the right side of (7.3.1).

Remark 7.3.3. In case X = A is an abelian scheme over W(k), it is natural to ask how
to compare the two preceding constructions (one using Dieudonné theory, the other using
crystalline cohomology), assuming when p = 2 that Ak has connected p-power torsion.
By work of Berthelot–Breen–Messing [4, 2.2.9, 2.5.7, 2.5.8(ii), 3.3.7, 4.2.14, 4.2.15(ii)], for
A = Ak there are canonical W(k)-linear isomorphisms

D(A[p∞])(p) ≃ H1
cris(A/W(k)) ≃ H1

dR(A /W(k))

in which the first one is compatible with Frobenius operators, the second coincides (by
construction) with (7.3.1) upon inverting p, and the composite map converts the Hodge
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filtration H0(A ,Ω1
A /W(k)) on the right side over to the Frobenius twist of Fontaine’s module

of “logarithms” L ⊆ D(A[p∞]) on the left side.

The preceding considerations lead us to the following concept that is a refinement of FilK .

Definition 7.3.4. Let K be a p-adic field. A filtered φ-module over K is a triple (D, φ,Fil•)
where (D, φD) is an isocrystal over K0 and (DK ,Fil•) is an object in FilK (i.e., {Fili} is a
decreasing exhaustive and separated filtration on DK).

A morphism D′ → D between two filtered φ-modules is a K0-linear map D′ → D that is
compatible with both φD′ : D′ → D′ and φD : D → D and has K-linear extension D′

K → DK

that is a morphism in FilK . The category of triples (D, φ,Fil•) is denoted MFφK .

It must be emphasized that a filtered φ-module over K is really a vector space D over K0

equipped with some auxiliary structure (one part of which is a filtration on DK), and there is
no required relationship between the filtration structure on DK and the Frobenius structure
on D over K0. When K 6= K0 it makes no sense to speak of a Frobenius structure on DK ,
so it is not obvious how we can possibly link up the filtration and the Frobenius structure.
When K = K0, it would be “wrong” to ask that φ respect the filtration. (For example, with
an elliptic curve E over Fp the Frobenius action on the isocrystal has eigenvalues which may

not lie in Qp, due to Exercise 7.4.8.) Later we will define a finer class of objects in MFφK for
which there is a deep connection between these two structures.

The category MFφK of filtered φ-modules over K admits many of the basic “linear algebra”
concepts that we have defined earlier for the category of étale ϕ-modules in §3 and for the
category FilK in §6.2:

• we form the K0-linear kernel and cokernel endowed with their induced Frobenius
semilinear maps (that are bijective for the same reasons given in §3), and their scalar
extensions to K are endowed with subspace and quotient filtrations respectively;
• we define the notions of image and coimage, akin to the case of FilK in §6.2, so MFφK

is not abelian (for the same reasons as for filtered vector spaces in Example 6.2.1)
but we have the notion of a strict morphism as in Definition 6.2.5;
• there is an evident notion of short exact sequence, as in FilK ;
• we define tensor product and dual by merging such notions as introduced for étale ϕ-

modules in §3 and for filtered vector spaces in Definition 6.2.2 (since tensor products
and duals commute with scalar extension from K0 to K).

For example, the dual D∨ of a filtered φ-module D is the usual K0-linear dual endowed
with the dual Frobenius (i.e., φD∨ : ℓ 7→ σ ◦ ℓ ◦ φ−1

D , where σ is the Frobenius self-map of
K0 = W(k)[1/p], or proceed alternatively as in Exercise 3.4.2), and the scalar extension
(D∨)K ≃ (DK)∨ is given the dual filtration to the filtration on DK (as in Definition 6.2.2).

Natural linear isomorphisms such as D∨ ⊗K0 D
′∨ ≃ (D ⊗K0 D

′)∨ are isomorphisms in MFφK
when using dual and tensor product filtration and Frobenius structures in MFφK (exactly as
for FilK via Exercise 6.2.3).

Since the Frobenius self-map σ of K0 is bijective (whereas ϕE in §3 was not bijective in
the most interesting cases, due to the residue field E being imperfect in such cases), for some

constructions in MFφK we may suppress the intervention of scalar extension by the Frobenius
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map ofK0. As an illustration of this, Exercise 6.4.1 can be extended to incorporate Frobenius
structures; see Exercise 7.4.11.

7.4. Exercises.

Exercise 7.4.1. Write out the “additive” group scheme structure Ga on SpecZ[x] and the
“multiplicative” group scheme structure Gm on SpecZ[x, 1/x] in terms of maps of rings. Do
the same for GLn = Spec(Z[xij ][1/ det]). How about PGLn and SLn?

Describe all finite subgroup schemes of Ga over an algebraically closed field of any char-
acteristic. How about Gm?

Exercise 7.4.2. Using functorial considerations, show that if G→ S is a commutative group
scheme killed by nm for relative prime integers n,m > 1 then the natural map G[n] ×S
G[m]→ G is an isomorphism.

If G is finite flat over S prove the same for G[n] and G[m]. Thus, finite flat groups admit
“primary decomposition” just like finite abelian groups.

Exercise 7.4.3. Let S be a scheme, and F a field.

(1) Check the equivalences in Definition 7.1.1, via Yoneda’s Lemma. In particular, deduce
that if G and H are S-group schemes and f : G→ H is an S-scheme map compatible
with multiplication laws then f is an S-group homomorphism.

(2) Prove that there are no nontrivial group scheme homomorphisms from Gm to Ga

over any ring R, and prove the same in the opposite direction over any reduced ring.
But if there exists a non-zero ǫ ∈ R such that ǫ2 = 0 then construct a nontrivial
R-group homomorphism from Ga to Gm. If moreover R is an Fp-algebra, show that
x 7→ x+ ǫxp is an R-group automorphism of Ga not arising from an R×-scaling!

(3) Prove that det(xij) ∈ F [xij ] is irreducible, and by using the structure of units in the
ring F [x1, . . . , xN ][1/f ] for an irreducible polynomial f show that the only F -group
scheme maps GLn → GL1 are detn for n ∈ Z. Show the same over SpecZ by using
the result over SpecQ.

(4) Let G be a smooth F -group with dimG > 0. Explain why the underlying topological
space of the scheme G cannot be given a group structure compatibly with the group
law on G(F ) such that translations are continuous.

Exercise 7.4.4. Let R be a Dedekind domain, and X a flat R-scheme of finite type.

(1) Show that scheme-theoretic closure sets up a bijective correspondence between closed
subschemes of the generic fiber and closed subschemes of X that are R-flat. Prove
that this is compatible with the formation of products over SpecR, and so deduce a
similar correspondence for R-flat group schemes of finite type.

(2) Suppose R has fraction field F with characteristic 0, and let G be a finite flat R-
group (so GF is étale, and hence can be interpreted as a finite Gal(Fs/F )-module).
Construct a bijective correspondence between Galois submodules of G (Fs) and R-flat
closed subschemes of G.

Exercise 7.4.5. Let k be an arbitrary field with characteristic p > 0. Using the addition law
on length-n Witt vectors (with values in any k-algebra), explain how this gives affine n-space
over k a structure of smooth group variety Wn (compatible with extension of the base field,
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so the case k = Fp is the most important). Describe it explicitly for n = 2 and any k. Can
you define a concept of “commutative ring scheme” and exhibit Wn as such an example?

One interesting feature of Witt groups is that they give rise to nontrivial extension struc-
tures. For example, construct a complex of k-groups

0→ Ga →W2
π→ Ga → 0

that is an “exact sequence” in the sense that the first map is the scheme-theoretic kernel of
π, and π is faithfully flat (which forces it to have the universal mapping property one would
want for a good notion of quotient, though do not try to prove it if you have not studied
descent theory). Also prove that over this sequence is non-split: there is no k-group section
to π (but there are lots of k-scheme sections!). It can be proved that in the category of
smooth commutative k-groups, this is the universal “extension” of Ga by Ga over k. (In
contrast, in characteristic 0 all such extensions are split.)

Exercise 7.4.6. Let X → S be a map of Fp-schemes. Verify the compatibilities asserted for
FX/S in Lemma 7.1.5, and check that if G = GLn over Fp then FG/Fp is the p-power map
on matrix entries. Do likewise for X = Pn

Fp
in terms of standard homogenous coordinates.

Also check that if G = E is an elliptic curve over a field k of characteristic p > 0 then FE/k
as in Definition 7.1.4 really is the Frobenius isogeny from the theory of elliptic curves.

Finally, show that if X is smooth over k with pure dimension d > 0 then FX/k is a finite
flat map with degree pd. If A is an abelian variety of dimension g > 0 over k then deduce
that FA/k is a purely inseparable isogeny of degree pg.

Exercise 7.4.7. Let k be a perfect field of characteristic p > 0. Prove that elements of the
Dieudonné ring Dk admit unique expansions

c0 +
∑

j>0

cjF
j +
∑

j>0

c′jV
j

as finite sums with cj, c
′
j ∈ W(k). Deduce that Dk has center W(Fp) = Zp if k is infinite

and center Zp[F
f ,V f ] ≃ Zp[x, y]/(xy − pf) if k has finite size q = pf . For any extension

of perfect fields k′/k define a natural ring map W(k′) ⊗W(k) Dk → Dk′ , and prove it is an
isomorphism.

Prove that Dk[1/p] has a much simpler structure than Dk: if we let K0 = W(k)[1/p] then
Dk[1/p] is the twisted polynomial ring K0[F ] in a variable F satisfying the commutation
relation F c = σ(c)F for all c ∈ K0 (where σ denotes the Frobenius automorphism of K0).

Exercise 7.4.8. Check the proof of Proposition 7.2.7 really works. Also check that if A is an
abelian variety over a finite field k and f ∈ Endk(A) is an endomorphism of A 6= 0 then the
common characteristic polynomial Pf ∈ Z[T ] of all Tℓ(f) ∈ EndZℓ

(Tℓ(A)) with ℓ 6= char(k)
is also the characteristic polynomial of D(f) ∈ EndW(k)(D(A[p∞])). (Hint: the proof for
Tate modules [36, Thm. 4, p. 180] carries over verbatim!)

Exercise 7.4.9. As an application of Dieudonné modules, show that if G is a p-divisible group
over a field k of characteristic p > 0 and if γ ∈ Autk(G) is a finite-order automorphism that
is trivial on G[p] then γ = 1 provided p > 2. Give a counterexample if p = 2.
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Exercise 7.4.10. Note that the Frobenius map on K0 = W(k)[1/p] is an automorphism (in
contrast with the considerations with E in §3, whose residue field was imperfect!). Using
this, prove that any Frobenius semilinear injection D → D for a finite-dimensionalK0-vector
space D is automatically bijective. Hence, in the definition of an isocrystal over K0 it suffices
to assume that φD : D → D is injective rather than bijective. (This is very useful in some
constructions of isocrystals, such as in constructions involving Bcris.)

Exercise 7.4.11. Let K be a p-adic field. For D,D′ ∈ MFφK , give HomK0(D,D
′) a structure

of object in MFφK (denoted Hom(D,D′)) by using the Hom-filtration from Exercise 6.4.1 on
HomK0(D,D

′)K = HomK(DK , D
′
K) and using the Frobenius structure φ : HomK0(D,D

′)→
HomK0(D,D

′) defined by φ(L) = φD′ ◦L◦φ−1
D . (This is K0-linear because the two Frobenius

semilinearities from φD′ and φD cancel out.) Using this definition of the MFφK-structure on
HomK0(D,D

′), prove that the usual linear isomorphism D′⊗K0D
∨ ≃ HomK0(D,D

′) is really

an isomorphism D′ ⊗D∨ ≃ Hom(D,D′) in MFφK .

8. Filtered (φ,N)-modules

We now wish to take up a systematic study of some basic properties of filtered φ-modules,
and even a more general kind of structure (filtered (φ,N)-modules) that is designed to deal
with the p-adic representation analogue of “bad reduction”. Before we dive in, it may help
to orient ourselves as to how filtered φ-modules are going to ultimately fit into Fontaine’s
period ring formalism.

The category MFφK of filtered φ-modules will naturally arise as the target category of
the functor DBcris

associated to a certain (Qp, GK)-regular K0-subalgebra Bcris ⊆ BdR to be

introduced in §9. This subalgebra contains t and W(R)[1/p] (hence it contains W(k)[1/p] =

K̂un
0 ), it admits a canonical Frobenius-semilinear and K0[GK ]-algebra endomorphism ϕcris :

Bcris → Bcris, and the following two crucial properties hold:

• ϕcris on Bcris is injective (though not surjective),
• the natural map K ⊗K0 Bcris → BdR is injective.

In particular, K ⊗K0 Bcris is endowed with a GK-stable exhaustive and separated K-linear
subspace filtration from BdR:

Fili(K ⊗K0 Bcris) = (K ⊗K0 Bcris) ∩ Fili(BdR).

Note that K ⊗K0 B
GK
cris ⊆ BGK

dR = K, so for K0-dimension reasons the inclusion K0 ⊆ BGK
cris is

an equality.
It will be shown in Theorem 9.1.6 that Bcris is a (Qp, GK)-regular ring in the sense of

Definition 5.1.1. Thus, by the general formalism of §5, we will get a faithful functor Dcris :
RepQp

(GK)→ VecK0 defined by

Dcris(V ) := (Bcris ⊗Qp V )GK .

This finite-dimensional K0-vector space has two kinds of structure: (i) an injective Frobenius-
semilinear endomorphism induced by the GK-equivariant injective Frobenius ϕcris on Bcris

(so this is bijective by Exercise 7.4.10!); (ii) an exhaustive and separated K-linear filtration
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on the scalar extension

Dcris(V )K = ((K ⊗K0 Bcris)⊗Qp V )GK

via the GK-stable filtration onK⊗K0Bcris. (Equivalently, there is a natural injective K-linear
map Dcris(V )K →֒ DdR(V ) making the filtration on Dcris(V )K into the subspace filtration.)

Thus, Dcris(V )K has a structure of object in FilK , so Dcris is a functor

Dcris : RepQp
(GK)→ MFφK .

Since Bcris is (Qp, GK)-regular, this is a faithful functor on the full subcategory Repcris
Qp

(GK)

of Bcris-admissible representations (to be called crystalline representations) since the forget-

ful functor MFφK → VecK0 is faithful. Somewhat deeper is the fact that Dcris : Repcris
Qp

(GK)→
MFφK is fully faithful, as we shall prove later. (In Proposition 9.1.9 it will be proved that crys-
talline representations V are always de Rham and that DdR(V ) ∈ FilK can be reconstructed
from Dcris(V ), so the crystalline condition really does refine the de Rham condition.)

8.1. Newton and Hodge polygons. A general filtered φ-module is not so useful, since
there is no relationship between its Frobenius and filtration structures. The filtered φ-
modules that arise from algebraic geometry (as well as the ones which will arise from crys-
talline representations) satisfy some additional properties that relate their Frobenius and
filtration structures in a nontrivial manner. This motivates the introduction of a certain
full subcategory of MFφK (the weakly admissible filtered φ-modules) consisting of objects
satisfying such additional properties, and remarkably this subcategory will be abelian.

To define this special class of objects in MFφK , we need to introduce two important invari-
ants of a filtered φ-module, its Hodge polygon and its Newton polygon. The Hodge polygon
is really associated to the underlying object in FilK and the Newton polygon is associated
to the underlying isocrystal over K0.

Definition 8.1.1. Let F be a field and let (D, {Di}) be a nonzero object in FilF . Let
{i0 < · · · < in} be the distinct i’s such that gri(D) 6= 0. The Hodge polygon PH = PH(D)
is the convex polygon in the plane that has leftmost endpoint (0, 0) and has dimF grij(D)
consecutive segments with horizontal distance 1 and slope ij for 0 6 j 6 r. (If D = 0 then
define PH(D) to be the single point (0, 0).) See Figure 1.

The y-coordinate of the rightmost endpoint of PH(D) is the Hodge number

tH(D) =
∑

i∈Z

i · dimF gri(D).

The horizontal length of PH(D) is dimD, so the rightmost endpoint is (dimD, tH(D)). For
example, if Di0 = D and Di0+1 = 0 for some i0 (i.e., if the filtration is supported in a
single degree, at least for D 6= 0) then PH(D) is the segment joining (0, 0) and (d, i0d) for
d = dimF D. This covers all cases with dimD 6 1. For any nonzero D with dimension
d > 0, the top exterior power detD has the natural quotient filtration from D⊗d, and as
such we see (by considering a basis adapted to the filtration) that tH(D) = tH(detD).

The natural linear isomorphisms

det(D∨) ≃ (detD)∨, det(D)d
′ ⊗ det(D′)d ≃ det(D ⊗D′)
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slope i2

tH(D)

dimD

slope in

dim gri2(D)

slope i1

Figure 1. A typical Hodge polygon

are isomorphisms in FilF for D,D′ ∈ FilF with respective dimensions d and d′, and likewise
if

0→ D′ → D → D′′ → 0

is a short exact sequence in FilF then the natural linear isomorphism det(D′) ⊗ det(D′′) ≃
det(D) is an isomorphism in FilF . Thus, the general equality tH(D) = tH(detD) and
direct calculations in the 1-dimensional case yield the following useful result concerning the
relationship between tH and tensorial notions in FilF .

Proposition 8.1.2. For D ∈ FilF we have tH(D∨) = −tH(D), and for D,D′ ∈ FilF we
have

tH(D ⊗D′) = (dimD)tH(D′) + (dimD′)tH(D).

(In particular, tH(D⊗r) = r(dimD)r−1tH(D) for r > 1.) Moreover, tH is additive on short
exact sequences in FilF in the sense that if 0→ D′ → D → D′′ → 0 is a short exact sequence
in FilF then

tH(D) = tH(D′) + tH(D′′).

To define Newton polygons we switch our attention to the category ModφK0
of isocrystals

over K0 rather than the category FilK . Recall that in p-adic analysis, one attaches a convex
Newton polygon to a polynomial or power series

∏
(1− tiT ) with constant term 1, and the

slopes of this polygon are numbers ordp(ti) as ti varies through the reciprocal zeros. An
interesting example of this occurs in the study of abelian varieties over finite fields: if A is
an abelian variety of dimension g > 0 over a finite field k of size q = pr, then although the
Frobenius operator φ on D = D(A[p∞])[1/p] is not K0-linear (if r 6= 1), the iterate φr is
K0-linear. Moreover, by Theorem 7.2.4(3) this linear operator is induced by the q-Frobenius
endomorphism of A. Thus, by Exercise 7.4.8 the characteristic polynomial of φr is exactly
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the usual one over Z from the ℓ-adic Tate modules, so its zeros λ1, . . . , λ2g encode the zeta
function of A over k. (For example, the ordp(λi)’s encode information about whether A is
ordinary, supersingular, or somewhere in between.)

The ratios ordp(λi)/r = ordp(λi)/ ordp(q) are insensitive to replacing k with a finite exten-
sion, and so it is such “normalized” p-adic ordinals that are of interest (and have a chance
to be generalized to the case of infinite k, such as Fp).

Rather generally, for any isocrystal D over K0 = W(k)[1/p] with a finite k of size q = pr

we can make sense of eigenvalues for the K0-linear map φrD, so we can define the set of slopes
of D (with multiplicity) to be the set of ratios ordp(λ)/ ordp(q) where λ ranges through the
set of eigenvalues of φrD (in an algebraic closure of K0). This set of ratios is invariant under
finite extension on k, but if k is not finite then this linearization trick is not available. Thus,
in general we have to proceed in another way.

Let us first explain a possible approach that turns out not to work (but whose failure is
instructive). Fix a basis {ei} of D and consider the resulting “matrix” for φD, by which
we mean the (visibly invertible) matrix (aij) over K0 with φD(ej) =

∑
aijei. This ma-

trix transforms in a semilinear-conjugation manner under a change of basis, so its set of
eigenvalues {λi} is not basis-independent in general, but it is natural to wonder if the set
of p-adic ordinals ordp(λi) (with multiplicity) is independent of the choice of basis. In the
1-dimensional case this holds since σ(c)/c ∈ W(k)× for any c ∈ K×

0 , but unfortunately it
fails in the 2-dimensional case, as the following example shows.

Example 8.1.3 (Katz). Let K0 = W(Fp2)[1/p] with p ≡ 3 mod 4, and let i =
√
−1 ∈ K0. Let

D = K0e1 ⊕K0e2 and define φD : D → D by the matrix
(

p− 1 (p+ 1)i
(p+ 1)i −(p− 1)

)
.

That is, we define φD(e1) = (p − 1)e1 + (p + 1)ie2 and φD(e2) = (p + 1)ie1 − (p − 1)e2
and we then extend φD uniquely by Frobenius-semilinearity. This matrix has characteristic
polynomial X2 − 4p, so its roots are ±2

√
p. These have p-adic ordinal 1/2. However, if we

pass to the basis e′1 = e1 + ie2 and e′2 = ie1 + e2 then since the Frobenius of K0 carries i to
−i (as p ≡ 3 mod 4) we compute that φD(e′1) = 2pe′1 and φD(e′2) = 2e′2. So in this new basis
the matrix for φD has eigenvalues 2 and 2p with respective p-adic ordinals 0 and 1.

In view of the preceding example, we have to use an alternative procedure to define a
concept of slope for an isocrystal D over K0 = W(k)[1/p] when k is a general perfect field of
characteristic p > 0. The procedure that will work rests on the important Dieudonné–Manin
classification of isocrystals when k is algebraically closed, so we now review this classification.

Let k be an algebraic closure of k. For any isocrystal D over K0 we get an isocrystal

over K̂un
0 = W(k)[1/p] by scalar extension: D̂ = K̂un

0 ⊗K0 D endowed with the bijective
semilinear tensor-product Frobenius structure φ bD(c ⊗ d) = σ(c) ⊗ φD(d). The Dieudonné–

Manin classification [34, II, §4.1] describes the possibilities for D̂:

Theorem 8.1.4 (Dieudonné–Manin). For an algebraically closed field k of characteristic

p > 0, the category ModφK0
of isocrystals over K0 = W(k)[1/p] is semisimple (i.e., all objects

are finite direct sums of simple objects and all short exact sequences split). Moreover, the



CMI SUMMER SCHOOL NOTES ON p-ADIC HODGE THEORY (PRELIMINARY VERSION) 105

simple objects are given up to isomorphism (without repetition) by the isocrystals Dr,s in
Example 7.3.2 with gcd(r, s) = 1.

This theorem says that if k = k then the isomorphism classes of simple isocrystals over K0

are in natural bijection with Q, where a rational number α expressed uniquely in reduced
form s/r with r > 0 corresponds to Dr,s. In view of the definition of Dr,s, where φ looks as
if it acts with eigenvalues of p-adic ordinal s/r, the decomposition in Theorem 8.1.4 is akin
to an eigenspace decomposition for a semisimple operator, and we shall write ∆α to denote
Dr,s; this is called the simple object with pure slope α in ModφK0

(when k = k).
For any perfect field k with characteristic p > 0 and any isocrystal D over K0 = W(k)[1/p],

the Dieudonné–Manin classification provides a unique decomposition of D̂ := K̂un
0 ⊗K0 D in

the form

(8.1.1) D̂ = ⊕α∈QD̂(α)

for subobjects D̂(α) ≃ ∆eα
α having “pure slope α” (and D̂(α) = 0 for all but finitely many

α). For each α = s/r ∈ Q in reduced form (with r > 0), the integer dim dKun
0
D̂(α) = reα is

the number (with multiplicity) of “eigenvalues” of φD with slope α.

Definition 8.1.5. The α ∈ Q for which D̂(α) 6= 0 are the slopes of D, and dim dKun
0
D̂(α) is

called the multiplicity of this slope. We say that D is isoclinic (with slope α0) if D 6= 0 and

D̂ = D̂(α0) for some α0 ∈ Q (i.e., D̂ ≃ ∆e
α0

for some e > 1).

In Exercise 8.4.1, an interesting class of examples will be worked out in which slopes
actually do correspond to p-adic ordinals of eigenvalues. For now, we illustrate the definition
of slopes by revisiting D as in Example 8.1.3. It is natural to guess that it either has slopes
{0, 1} or the single slope 1/2 with multiplicity 2. Let us check that the first of these guesses
is correct. Note that by using the basis {e′1, e′2} gives an isomorphism of D with a direct sum
of two 1-dimensional objects on which Frobenius acts (relative to a suitable basis vector over
K0) via multiplication by 2p and 2. Letting σ denote the absolute Frobenius automorphism
of W(Fp), a successive approximation argument shows that the self-map of W(Fp)

× defined

by u 7→ σ(u)/u is surjective. In particular, we can find c ∈W(Fp)
× such that σ(c)/c = 1/2,

and over W(Fp)[1/p] = Q̂un
p we compute that φ fixes ce′2 and multiplies ce′1 by p. Thus, we

get an isomorphism Q̂un
p ⊗Qp D ≃ ∆1 ⊕∆0, so the slopes are as claimed.

Remark 8.1.6. The theory of slopes for modules with a “Frobenius” endomorphism arises
in many contexts far beyond the setting of isocrystals over K0. In §10.3 we will see an
illustration of the relevance of more general theories of “Frobenius slope” in p-adic Hodge
theory.

A convenient visualization device for recording information about slopes and their multi-
plicities is the Newton polygon:

Definition 8.1.7. Let D be a nonzero isocrystal over K0 with slopes {α0 < · · · < αn}
having multiplicities {µ0, . . . , µn}. The Newton polygon PN(D) of D is the convex polygon
with leftmost endpoint (0, 0) and having µi consecutive segments of horizontal distance 1
and slope αi. ( If D = 0 then define PN(D) to be the point (0, 0).) See Figure 2.
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Figure 2. A typical Newton polygon

The y-coordinate of the rightmost endpoint of PN(D) is the Newton number

tN(D) =
∑

αi dim D̂(αi).

The rightmost endpoint of PN (D) is (dimD, tN(D)), and all corners of PN(D) are in Z2

since αiµi ∈ Z for all i. Note that a nonzero isocrystal D over K0 is isoclinic of slope α if

and only if PN(D) is a segment with slope α, which is to say that D̂ is isoclinic of slope α.

Lemma 8.1.8. Let K0 = W(k)[1/p] for a perfect field k with characteristic p > 0. If D1 and
D2 are isocrystals over K0 that are isoclinic with respective slopes α1 and α2 then D1 ⊗D2

is isoclinic with slope α1 + α2.

Beware that this lemma cannot be proved by “eigenvalue” considerations over K̂un
0 , due

to the problems exhibited in Example 8.1.3.

Proof. By the definition of being isoclinic, we can assume k is algebraically closed and we
need to exhibit a decomposition of ∆α1 ⊗∆α2 into a direct sum of copies of ∆α1+α2 .

1 �1

Lemma 8.1.8 yields the following analogue of Proposition 8.1.2 that is proved by the same
determinantal isomorphisms as in the proof of Proposition 8.1.2.

Proposition 8.1.9. For an isocrystal D over K0 we have tN(D) = tN (detD), tN(D∨) =
−tN (D), and for two isocrystals D and D′ over K0 we have

tN (D ⊗D′) = (dimD)tN (D′) + (dimD′)tN(D).

1need to insert proof!
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(2, 1)

(1, 0)

Figure 3. Hodge polygon of an elliptic curve.

(In particular, tN(D⊗r) = r(dimD)r−1tN (D) for all r > 1.) Moreover, tN is additive on
short exact sequences of isocrystals over K0 in the sense that if 0 → D′ → D → D′′ → 0 is
a short exact sequence of isocrystals over K0 then tN(D) = tN(D′) + tN (D′′).

For any filtered φ-module D in MFφK , there are now associated two convex polygons
with leftmost endpoint (0, 0): the Hodge polygon PH(D) associated to DK ∈ FilK and the
Newton polygon PN(D) associated to the isocrystal D over K0. One way to relate the two
structures is to consider the relative positions of these two polygons in the plane. This is
best understood with a concrete example, as follows.

Example 8.1.10. Let E be an elliptic curve overK with good reduction, say with E the unique
elliptic curve over OK having generic fiber E and with E0 denoting its special fiber. Let D be
the filtered φ-module over K associated to E, which is to say D = H1

cris(E0/W(k))[1/p] with
its natural Frobenius structure and withDK filtered by means of the comparison isomorphism
DK ≃ H1

dR(E/K). (Recall from Remark 7.3.3 that if K = K0 then it is equivalent to work
with Fontaine’s Honda system for E [p∞], provided E0 is supersingular when p = 2.)

The object DK in FilK is the same for all E, a 2-dimensional K-vector space with gr0 and
gr1 each 1-dimensional, so the Hodge polygon PH(D) is the same for all E. See Figure 3.

In contrast, the structure of D as an isocrystal depends on whether the reduction E0

over k is ordinary or supersingular. Indeed, using the Frobenius-compatible W(k)-linear
isomorphism H1

cris(E0/W(k)) ≃ D(E0[p
∞])(p) from [4, 2.5.6, 2.5.7, 3.3.7, 4.2.14], we see that

PN(D) looks as in Figure 4. In particular, for all E we see that PN(D) lies on or above
PH(D) and their right endpoints coincide.

Although the Dieudonné–Manin classification does not extend to the case when k is not
assumed to be algebraically closed, the “slope decomposition” (8.1.1) into isoclinic parts
does uniquely descend:

Lemma 8.1.11. For a nonzero isocrystal D over K0 whose Newton polygon has slopes
α1 < · · · < αn, there is a unique decomposition D = ⊕D(αi) into a direct sum of nonzero
subobjects that are isoclinic with respective slopes α1 < · · · < αn.
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Figure 4. Newton polygons of elliptic curves.

The decomposition in this lemma is called the slope decomposition of the isocrystal D. In
Kedlaya’s theory of slope filtrations for modules over another kind of ring with Frobenius
endomorphism, one gets not a direct sum decomposition into isoclinic parts but rather a
filtration with isoclinic successive quotients; see Theorem 10.3.6.

Proof. By the Dieudonné–Manin classification, the result holds when k is algebraically closed.

Thus, the only issue is to descend the isoclinic decomposition for D̂ = K̂un
0 ⊗K0 D. The

natural action of Gk = GK/IK on D̂ that is semilinear over the K̂un
0 -vector space structure

commutes with the Frobenius structure on D̂. Each D̂(αi) is spanned over K̂un
0 by the images

of all maps ∆αi
→ D̂ as isocrystals over K̂un

0 , which is to say it is spanned over K̂un
0 [φ] by

all elements v ∈ D̂ such that φri(v) = psiv with si/ri the reduced form of αi ∈ Q. Hence,

each D̂(αi) is Gk-stable.
By the completed unramified descent in Lemma 3.2.6, the φ-stable K0-subspace D(αi) :=

D̂(αi)
Gk of D̂Gk = D satisfies K̂un

0 ⊗K0 D(αi) ≃ D̂(αi). Thus, each D(αi) is an isocrystal
over K0 that is isoclinic of slope αi, and ⊕D(αi)→ D is an isomorphism of isocrystals over
K0. �

A nice application of the slope decomposition is given in Exercise 8.4.1, which gives a
situation in which slopes actually do correspond to p-adic ordinals of eigenvalues (with
multiplicity).

Example 8.1.12. Consider the isocrysal D = D(G)[1/p] arising from a p-divisible group G
over k. Since pD(G) ⊆ φ(D(G)) ⊆ D(G), we see that p · φ∨ preserves the W(k)-lattice
D(G)∨ in D∨ and hence are power-bounded in the sense of Exercise 8.4.1(4). It follows that
the isocrystals (D, φ) and (D∨, pφ∨) have power-bounded Frobenius. Each therefore has
slopes > 0. By applying duality to a Dieudonne–Manin decomposition, we conclude that
such D have all slopes in the interval [0, 1].
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Vastly generalizing Example 8.1.10, it was conjectured by Katz (and proved by Mazur in
special cases and Berthelot–Ogus [5, 8.36] in general) that if X is a smooth proper W(k)-
scheme then the Newton polygon of the isocrystal Hi

cris(X0/W(k))[1/p] lies on or above the
Hodge polygon of the filtered vector space Hi

dR(XK0/K0) and that these polygons in the
first quadrant have the same right endpoint. This positional condition on the two polygons
partially motivates the interest in the following lemma of Fontaine.

Lemma 8.1.13 (Fontaine). Let D ∈ MFφK be arbitrary. The following two conditions are
equivalent.

(1) For all subobjects D′ ⊆ D, PN(D′) lies on or above PH(D′).
(2) For all subobjects D′ ⊆ D, the rightmost endpoint of PN(D′) lies on or above the one

for PH(D′); i.e., tN (D′) > tH(D′).

Moreover, these properties hold for D in MFφK if and only if they hold for D̂ := K̂un
0 ⊗K0 D

in MFφdKun
.

Proof. The first condition certainly implies the second. For the converse, we assume that
there is some subobject D′ ⊆ D such that PN(D′) contains a point lying strictly below the
point of PH(D′) on the same vertical line and we seek to construct a subobject D′′ ⊆ D
violating the second condition (i.e., tN (D′′) < tH(D′′)). Necessarily D′ 6= 0. Both polygons
PN(D′) and PH(D′) are convex with common left endpoint (0, 0), and by hypothesis the right
endpoint of PN(D′) lies on or above that of PH(D′). Hence, there is some 0 < x0 < dimD′

such that the line x = x0 meets PN (D′) and PH(D′) at the respective points (x0, yN) and
(x0, yH) where yN < yH.

By small deformation of x0 and continuity considerations, we can arrange that neither of
these two points on x = x0 is a corner of their respective polygon, so there is a well-defined
slope of the polygons at such points. Depending on which of the two slopes is larger, by
convexity we can move either forwards or backwards to get to the case when (x0, yN) is the
final point of the part of PN(D′) with some slope α0; note that we still have 0 < x0 < dimD
since the left endpoints of PN(D) and PH(D) coincide with (0, 0) and the respective right
endpoints are (dimD, tN(D)) and (dimD, tH(D)) where tN (D) > tH(D) by hypothesis on
D.

Consider the isoclinic decomposition D̂ = ⊕α∈QD̂(α) of D̂ ∈ MFφK from Lemma 8.1.11.

Let D̂′ = ⊕α6α0D̂(α) and give D̂′
K the subspace filtration from D̂K , so D̂′ is a subobject of

D̂ in MFφK . By construction, PN(D̂′) is the subset of PN (D̂) through slopes up to α0, so

its right endpoint is (x0, yN). Hence, tN(D̂′) = yN . Since D̂′
K has the subspace filtration

from D̂K , the filtration jumps in D̂′
K stay on or ahead of those of D̂K for the first dim D̂′

segments of the Hodge polygons, which is to say that PH(D̂′) lies on or above PH(D̂) across

0 6 x 6 dim D̂′. Thus, tH(D̂′) > yH > yN = tN(D̂′), contradicting our hypothesis about
right endpoints of Hodge and Newton polygons of all subobjects of D.

Finally, it remains to check that scalar extension by K0 → K̂un
0 does not affect whether

or not the equivalent properties (1) and (2) hold. This is not obvious because D̂ may have

subobjects that do not arise from subobjects of D. When D̂ satisfies these conditions in
MFφdKun

then so does D in MFφK (since the formation of PH and PN is unchanged by the
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scalar extension K0 → K̂un
0 ). Conversely, suppose D̂ violates these conditions in MFφdKun

; we

seek to prove the same for D in MFφK . The preceding argument produces a slope α0 such

that the subobject ∆̂ = ⊕α6α0D̂(α) of D̂ spanned by the isoclinic parts of D̂ with slope at

most α0 (with ∆̂ dKun given the subspace filtration from D̂dKun) has Newton polygon PN(∆̂)

that does not lie on or above the Hodge polygon PH(∆̂). But then ∆ = ⊕α6α0D(α) is a

subobject of D (with ∆K given the subspace filtration from DK) such that ∆̂ = K̂un
0 ⊗K0 ∆

as subobjects of D̂, so PN(∆) = PN(∆̂) does not lie on or above PH(∆̂) = PH(∆). �

8.2. Weakly admissible modules. The conditions in Lemma 8.1.13 inspire the following
definition.

Definition 8.2.1. A filtered φ-module D over K is weakly admissible if tN (D′) > tH(D′)

for all subobjects D′ ⊆ D in MFφK , with equality when D′ = D. (This final condition
tH(D) = tN (D) says exactly that PH(D) and PN(D) have the same right endpoint.)

The full subcategory of MFφK consisting of weakly admissible objects is denoted MFφ,w.a.K .

Keeping in mind the Newton and Hodge polygons associated to ordinary and supersingular
elliptic curves is the easiest way to remember that it is PN that lies on or above PH .

By Lemma 8.1.13, the property of being weakly admissible is unaffected by the scalar

extension K0 → K̂un
0 . The case of duality requires a bit of thought, since the definition is in

terms of subobjects rather than quotients.

Proposition 8.2.2. If D ∈ MFφK then D is weakly admissible if and only if its dual D∨ is
weakly admissible.

Proof. Since tH and tN are negated under duality, it suffices to show that in the definition
of weak admissibility it is equivalent to work with the alternative condition that for all
quotients D ։ D′′ we have tN(D′′) 6 tH(D′′) with equality when D′′ = D. For any D in

MFφK there is a natural bijective correspondence between subobjects D′ ⊆ D and quotient
objects π : D ։ D′′ (up to isomorphism), namely D′ 7→ D′′ := D/D′ and D′′ 7→ ker π. Since
tH(D′) + tH(D/D′) = tH(D) and tN (D′) + tN (D/D′) = tN(D) with the values tH(D) and
tN(D) fixed and independent of D′, we are done. �

Remark 8.2.3. The weak admissibility property is also inherited under tensor products, but
this is a very difficult fact to prove directly since it is hard to describe subobjects of D⊗D′.
The “right” way to understand this compatibility is by using the deeper result of Fontaine
and Colmez [14, Thm. A] that says the weakly admissible filtered φ-modules are exactly
the Dcris(V )’s for crystalline representations V , in which case the compatibility with tensor
products becomes a special case of the general formalism of period rings in Theorem 5.2.1(3).

It is a remarkable fact that MFφ,w.a.K is an abelian category (using kernels and cokernels as

in the additive category MFφK that is not abelian), and more specifically that any morphism
between weakly admissible filtered φ-modules is strict with respect to filtrations over K in
the sense of Definition 6.2.5. To avoid later duplication of effort, rather than prove these
properties for MFφ,w.a.K now, we prefer to establish such a result for a larger category of

structures beyond MFφK that we will need later. Whereas MFφK was inspired by the study
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of smooth proper K-schemes X with good reduction (i.e., X ≃ XK for X smooth and

proper over OK), we need to enlarge MFφK to include linear algebra objects associated to the
p-adic representations arising from more general smooth proper K-schemes X (with “bad
reduction”).

What additional structure(s) should we impose on the linear algebra side to capture p-
adic representations arising from X with “bad reduction”? One source of motivation is an
observation of Grothendieck concerning the structure of general ℓ-adic representations of
Galois groups of finite extensions K of Qp (with ℓ 6= p), so we now explain his observation.

For simplicity, consider K that is a finite extension of Qp; i.e., assume the residue field
k is finite of some size q. We let ℓ be a prime distinct from p and consider a continuous
representation ρ : GK → GL(W ) of GK on a finite-dimensional Qℓ-vector space W . Since
GL(W ) contains a pro-ℓ neighborhood of the identity and the wild inertia group PK ⊆ IK
is pro-p, by continuity of ρ there is a finite extension K ′/K such that the restriction ρ|IK′

is tame (i.e., kills PK ′) and even factors through the maximal pro-ℓ quotient of the abelian
tame inertia group It

K ′.
By considering the IK-action on root extractions of a uniformizer of K (the choice of which

does not matter), one obtains [43, 1.3] a canonical isomorphism tK : It
K ≃

∏
p′ 6=pZp′(1) that

is Gk-equivariant, and by [43, 1.4] we have the basic compatibility

(8.2.1) tK |It
K′

= e(K ′/K)tK ′.

By a clever argument with cyclotomic characters on the Galois group of the residue field,
Grothendieck proved [46, App.]:

Lemma 8.2.4 (Grothendieck). The representation on W by the pro-ℓ Zℓ(1)-quotient of It
K ′

is unipotent if K ′/K is sufficiently ramified.

To use the lemma, we first recall a special fact about unipotent and nilpotent matrices over
a field of characteristic 0: the operators log(U) = log(1+(U−1)) for unipotent U and exp(N)
for nilpotent N are finite sums (not more than the dimension of the vector space) since U−1
and N are both nilpotent. Hence, these are readily checked to be inverse bijections, and they
carry commutative groups to commutative groups. In particular, any commutative group of
unipotent matrices (such as ρ(It

K ′) in Grothendieck’s lemma) is uniquely expressed as the
exponential of an additive group of nilpotent matrices. Hence, the representation of Zℓ(1)
on W via ρ|GK′

is described by exponentiating Zℓ-multiples of a nilpotent matrix.
That is, ifK ′/K is sufficiently ramified then ρ|It

K′
has the unique form g 7→ exp(tK ′,ℓ(g)NK ′)

for NK ′ ∈ HomQℓ
(W,W (−1)) that is nilpotent. By (8.2.1), the modified operator N =

e(K ′/K)−1NK ′ is independent of K ′/K and the representation ρ on It
K ′ has the form g 7→

exp(tK,ℓ(g)N). This is rather striking: for suitable K ′/K, the representation ρ|IK is encoded
on an open subgroup in terms of the single nilpotent operator N !

In geometric contexts arising from étale cohomology or topology, the logarithm of a unipo-
tent inertial action encodes the “monodromy”, so N is called the monodromy operator for
the ℓ-adic representation of GK on W . It is important to determine how N : W → W (−1)
interacts with the action of ρ(φ−1

K ) for a choice of q-Frobenius φK ∈ GK (with q = #k). (It
is the “geometric” q-Frobenius φ−1

K whose action on ℓ-adic cohomology has good integrality
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properties in the smooth proper case with good reduction.) To carry this out, since N en-
codes most of the tame inertial action of IK ′ we should first understand how a q-Frobenius
element of GK conjugates on I tK ′, or even I tK .

In general, the left action of GK on IK via conjugation induces a left action by the quotient
group Gk = GK/IK on the abelian quotient It

K , and this is given by the formula

(8.2.2) g̃τ g̃−1 = τχcyc(g)

for any τ ∈ It
K and any g̃ ∈ GK lifting g ∈ Gk, where χcyc : GK → Ẑ× denotes the total

cyclotomic character (whose ℓ-adic component for any prime ℓ 6= p is the ℓ-adic cyclotomic
character). In particular, tK(g̃τ g̃−1) = χcyc(g)tK(τ), so for t = tK,ℓ we have

exp(t(τ)ρ(g̃)Nρ(g̃)−1) = ρ(g̃) exp(t(τ)N)ρ(g̃)−1 = ρ(g̃τ g̃−1)

= exp(t(g̃τ g̃−1)N)

= exp(t(τ)χℓ(g)N).

Hence, taking logarithms of both sides and letting τ vary gives

ρ(g̃)Nρ(g̃)−1 = χℓ(g)N.

Now choose g ∈ Gk to be the geometric q-Frobenius (i.e., the inverse of x 7→ xq), and pick
a uniformizer π of K. The extension field Kun(π1/ℓ∞)/K is Galois and accounts for the entire
ℓ-adic part of It

K . Thus, it makes sense to define the lift g̃π ∈ Gal(Kun(π1/ℓ∞)/K) of g by the
condition that it fixes the chosen compatible system of ℓ-power roots of π. Let ϕ = ϕπ :=
ρ(g̃π), so ϕ is a linear endomorphism of W depending on π and ϕNϕ−1 = χℓ(g̃π)N = q−1N .
In other words, Nϕ = qϕN .

In the p-adic case (ℓ = p) we shall now impose a similar kind of structure on the semilinear
algebra side.

Definition 8.2.5. A (φ,N)-module (over K0) is an isocrystal (D, φD) over K0 equipped
with a K0-linear endomorphism ND : D → D (called the monodromy operator) such that
NDφD = pφDND. The notion of morphism between such objects is the evident one. The
category of these is denoted Modφ,NK0

.
A filtered (φ,N)-module (over K) is a (φ,N)-module D over K0 for which DK is endowed

with a structure of object in FilK . The notion of morphism between such objects is the
evident one, and the category of these is denoted MFφ,NK .

In Definition 8.2.5 we do not assume ND is nilpotent; it will be deduced later (in Lemma

8.2.8). We write K0[0] to denote the 1-dimensional unit object of MFφK (i.e., D = K0 with
gr0(DK) 6= 0 and φ equal to the Frobenius automorphism); this is a “unit object” for the
tensor product. Upon endowing it with the monodromy operator N = 0 it likewise becomes
the unit object for the tensor product in MFφ,NK . Note that in general MFφK is exactly the

full subcategory of MFφ,NK consisting of objects whose monodromy operator vanishes.

The categories Modφ,NK0
and MFφ,NK have evident notions of short exact sequence, kernel,

cokernel, image, and coimage. We also define duals and tensor products in the evident
manner, and the one subtlety is how to define the monodromy operator on the tensor product
and dual. To see how to define ND⊗D′ in terms of ND and ND′ , and how to define ND∨ in
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terms of ND, we use the motivating situation of ℓ-adic representations of GK (with ℓ 6= p)
to see what to do: if ρ(g) = exp(t(g)N) and ρ′(g) = exp(t(g)N ′) then

(ρ⊗ ρ′)(g) = ρ(g)⊗ ρ′(g) = exp(t(g)(N ⊗ 1)) ◦ exp(t(g)(1⊗N ′))(8.2.3)

= exp(t(g)(N ⊗ 1 + 1⊗N ′))(8.2.4)

ρ∨(g) = ρ(g−1)∨ = exp(−t(g)N∨).

This motivates the following definitions (which one checks do satisfy “Nφ = pφN”):

ND⊗D′ = 1D ⊗ND′ +ND ⊗ 1D′, ND∨ = −N∨
D.

(Note that the evaluation pairing D⊗D∨ → K0[0] is thereby a morphism in Modφ,NK !) These
formulas may look familiar from the theory of Lie algebra representations, and the similarity
is no coincidence since the formula ρ(g) = exp(t(g)N) essentially makes the monodromy
operator like the derivative of the representation at the identity element.

We likewise define N on Hom(D,D′) by the rule N(L) = ND′ ◦ L − L ◦ ND, and in this

way the natural isomorphism D′⊗D∨ ≃ Hom(D,D′) in ModφK0
is an isomorphism in MFφ,NK .

By combining the procedures for tensor products and quotients, we can define exterior and
symmetric power operations on MFφ,NK .

Remark 8.2.6. Beware that for D in MFφ,NK , the concept of subobject of D is very sensitive to
the specified monodromy operator N on D since a subobject must be stable by N on D. For
example, if we replace the given N with 0 then we get a new object in place of D and it has
many more subobjects than the original D does in general since the monodromy-stability
condition has become much weaker.

Example 8.2.7. For D ∈ MFφ,NK , consider the isoclinic decomposition D = ⊕α∈QD(α) of

the underlying isocrystal. By the definition of D(α), its scalar extension D̂(α) over K̂un
0 is

spanned by vectors v such that φrbD(v) = psv for s/r the reduced form of α, so

φrbD(Nv) = p−rNφrbD(v) = ps−rNv.

But (s− r)/r = α− 1, so Nv ∈ D̂(α− 1). Hence, by descent from K̂un
0 , we get N(D(α)) ⊆

D(α − 1). Due to this relationship between N and the D(α)’s, we see that ⊕α6aD(α) is
N -stable for any a ∈ Q.

This has two applications. First, as in the motivating ℓ-adic case, nilpotence holds:

Lemma 8.2.8. For any D ∈ Modφ,NK0
, the monodromy operator ND on D is nilpotent. In

particular, if dimD = 1 then ND = 0.

Proof. The intuitive idea is that φ−1◦N ◦φ = pN , so the finite nonempty set of eigenvalues of
N in K is stable under p-multiplication and thus is {0}, which is to say that N is nilpotent.
But since φ is not generally linear this argument is merely suggestive of nilpotence and
is not a proof. To carry out an actual proof based on this idea we shall use the isoclinic
decomposition D = ⊕α∈QD(α). We saw in Example 8.2.7 that N(D(α)) ⊆ D(α− 1). Since
D(α) = 0 for all but finitely many α, the nilpotence of N now follows. �

Definition 8.2.1 now extends to incorporate a monodromy operator:
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Definition 8.2.9. An object D ∈ MFφ,NK is weakly admissible if for all subobjects D′ ⊆ D

in MFφ,NK (so D′ is required to be N -stable in D) we have tN (D′) > tH(D′) with equality for

D′ = D. Equivalently, for all quotient objects D ։ D′′ in MFφ,NK we have tN (D′′) 6 tH(D′′)
with equality for D′′ = D.

These objects constitute a full subcategory MFφ,N,w.a.K of MFφ,NK . (Clearly MFφ,w.a.K consists

of objects in MFφ,N,w.a.K for which N = 0.)

Using Example 8.2.7, Fontaine’s Lemma 8.1.13 carries over verbatim to MFφ,NK , and so
weak admissibility can also be described in terms of Hodge and Newton polygons for subob-
jects or quotients of D. Weak admissibility is a very subtle link between three structures: the
Frobenius, the filtration, and the monodromy operator (whose only role here is to constrain

the possible subobjects in MFφ,NK via the N -stability condition). Since ND∨ = −N∨
D, we

see as in the case N = 0 that D in MFφ,NK is weakly admissible if and only if D∨ is weakly
admissible.

Continuing the theme of Remark 8.2.6, what happens if we simply redefine the monodromy
operator to be 0? That is, for D in MFφ,NK , consider the object D′ that is obtained by setting
the monodromy operator to be 0 but leaving everything else (the underlying isocrystal over
K0 and filtration structure over K) unchanged. It can and does happen when dimD > 1
that D may be weakly admissible whereas D′ is not! The problem is that the N -stability
condition on subobjects of D′ is weaker than that for D, so D′ may admit K0-subspaces
that are subobjects (i.e., Frobenius-stable) but are not subobjects of D (i.e., not stable by
ND). Some of these extra K0-subspaces may lead to violation of the weak admissibility
property for D′ even if D is weakly admissible. This phenomenon already occurs in the
2-dimensional case for K = K0 = Qp, as we will see in the classification of 2-dimensional

objects in MFφ,N,w.a.Qp
in §8.3.

The next two results in MFφ,NK could have been proved much earlier in MFφK , but we

waited so that we could handle MFφ,NK in general.

Proposition 8.2.10. If 0 → D′ → D → D′′ → 0 is a short exact sequence in MFφ,NK and
any two of the three terms are weakly admissible then so is the third.

Proof. If D is weakly admissible then for any subobject D′
1 of D′ we may view D′

1 as a
subobject of D and hence tH(D′

1) 6 tN (D′
1). If in addition D′′ is weakly admissible then

tH(D′′) = tN(D′′), so tH(D′) = tH(D) − tH(D′′) = tN(D) − tN(D′′) = tN (D′). Thus, D′ is
weakly admissible when D and D′′ are so. Applying these considerations after dualizing the
original exact sequence and using the general identity that tH and tN negate under duality,
we conclude that if D and D′ are weakly admissible then so is D′′.

Now suppose that D′ andD′′ are weakly admissible. By additivity in short exact sequences
we see that tH(D) = tN(D) due to the analogous such equalities for D′ and D′′. It remains
to prove tH(D1) 6 tN(D1) for all subobjects D1 ⊆ D. We let D′

1 = D′ ∩D1 and give (D′
1)K

the subspace filtration from either (D1)K or D′
K (these subspace filtrations coincide!), and

let D′′
1 = D1/D

′
1 with the quotient filtration on (D′′

1)K . There is a natural injective map

j : D′′
1 →֒ D′′ = D/D′ in MFφ,NK , but a priori it may not be strict (i.e., the quotient filtration

on (D′′
1)K from (D1)K may be finer than the subspace filtration from D′′

K). Since D′
1 is a
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subobject of the weakly admissible D′, tH(D′
1) 6 tN (D′

1). Thus,

tH(D1) = tH(D′
1) + tH(D′′

1) 6 tN (D′
1) + tH(D′′

1)

and tN(D1) = tN(D′
1) + tN(D′′

1), so it suffices to prove that tH(D′′
1) 6 tN (D′′

1).
Let j(D′′

1) denote D′′
1 endowed with the subspace filtration from D′′, so the natural map

D′′
1 → j(D′′

1) in MFφ,NK is a linear isomorphism. We have tN(D′′
1) = tN(j(D′′

1)) since j is

an isomorphism in the category ModφK0
of isocrystals over K0. Hence, it is enough to prove

tH(D′′
1) 6 tN (j(D′′

1)). But j(D′′
1) is a subobject of the weakly admissible D′′, so tH(j(D′′

1)) 6
tN(j(D′′

1)) and hence our problem reduces to proving the inequality tH(D′′
1) 6 tH(j(D′′

1))

between Hodge numbers for the bijective morphism j : D′′
1 → j(D′′

1) in MFφ,NK .
In general, if h : ∆′ → ∆ is a bijective morphism in FilK then we claim that tH(∆′) 6

tH(∆) with equality if and only if h is an isomorphism in FilK (i.e., it is a strict morphism). To
prove this, first note that tH(∆) = tH(det ∆) and tH(∆′) = tH(det ∆′), and a consideration
of bases adapted to filtrations shows that a bijective morphism in FilK is an isomorphism in
FilK if and only if the induced map on top exterior powers is an isomorphism in FilK . Thus,
by passing to det h : det ∆′ → det ∆ we reduce to the 1-dimensional case, for which tH is
the unique i such that gri 6= 0. This concludes the argument. �

We now come to the remarkable fact that in the presence of the weak admissibility condi-
tion the filtration structures behave as in an abelian category:

Theorem 8.2.11. Let h : D → D′ be a map in MFφ,N,w.a.K . The map h is strict (i.e.,

D/ ker h → imh is an isomorphism in MFφ,NK ), and ker h and coker h with their respective
subspace and quotient filtration structures are weakly admissible. In particular, the object
imh ≃ D/ ker h is weakly admissible and the category MFφ,NK is abelian.

Proof. Consider the diagram

ker h →֒ D ։ coimh→ imh →֒ D′ ։ coker h

in MFφ,NK with coimh := D/ kerh given the quotient filtration structure. Both kerh and imh
have subspace filtration structures (fromD andD′ respectively), and coker h has the quotient

filtration structure from D′. Since the map coimh→ imh is a bijective morphism in MFφ,NK ,
the argument at the end of the proof of Proposition 8.2.10 gives tH(coimh) 6 tH(imh)
with equality if and only if h is a strict morphism. Weak admissibility of D gives the
inequality tN(coimh) 6 tH(coimh) for the quotient object coimh of D, and likewise the
weak admissibility of D′ gives the inequality tH(imh) 6 tN(imh) for the subobject imh of
D′.

Putting these inequalities together gives

tN (coimh) 6 tH(coimh) 6 tH(imh) 6 tN (imh),

but the Newton numbers given by the outer terms are equal since the map coimh → imh
on underlying isocrystals over K0 is an isomorphism (although we have not yet shown the
induced map over K to be an isomorphism in FilK). Hence, equality holds throughout, so
the equality in the middle gives that h is a strict morphism. That is, coimh → imh is an
isomorphism in MFφ,NK .
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Since ker h = ker(D → coimh) and coker h = D′/imh, and we know that weak admissi-

bility is inherited by the third term of any short exact sequence in MFφ,NK in which two of
the objects are weakly admissible, it remains to prove that the object ∆ := coim h ≃ imh
in MFφ,NK is weakly admissible. It is a subobject (or quotient) of a weakly admissible object,
so the only aspect requiring justification is that tH(∆) = tN(∆). However, this equality was
already proved above. �

In §9.2 we shall define an intermediate (Qp, GK)-regular K0[GK ]-algebra

Bcris ⊆ Bst ⊆ BdR

such that Bst admits a natural injective Frobenius-semilinear endomorphism ϕ : Bst → Bst

extending the one on Bcris and a natural K0-linear derivation N : Bst → Bst such that Nϕ =
pϕN and Bcris = BN=0

st (so N is even Bcris-linear). Also, the natural map K ⊗K0 Bst → BdR

will turn out to be injective, so K0 = BGK
st and the functor V  (Bst⊗Qp V )GK is a covariant

functor

Dst : RepQp
(GK)→ MFφ,NK .

For all Bst-admissible representations V (to be called semistable representations), we will
prove that Dst(V ) is weakly admissible. Hence, we will get a covariant faithful tensor functor

Dst : Repst
Qp

(V )→ MFφ,N,w.a.K .

Later we will show that this is fully faithful. This is why weak admissibility is an interesting
notion for our purposes. It is a deep theorem of Fontaine and Colmez [14, Thm. A] that this
functor is an equivalence of categories. Passing to objects with vanishing monodromy then
yields an equivalence Dcris : Repcris

Qp
(V ) ≃ MFφ,w.a.K .

8.3. Twisting and low-dimensional examples. The construction of period rings is rather
dry and boring, and likewise calculations in semi-linear algebra can feel quite dull without
some sense of why anyone should care. This section represents a bit of a compromise:
accepting on faith some properties of Bcris and Bst to be developed in §9, we wish to illustrate
the theory of filtered (φ,N)-modules by working out some basic examples and giving Galois-
theoretic interpretations to the result. The reader who is uncomfortable with this can skip
this section until reading §9, but probably there will be more motivation to wade through
§9 (and more appreciation of how one works with filtered (φ,N)-modules) if one reads this
section first, at least in a superficial manner. This area of mathematics abounds in unsolved
problems of pedagogy.

To get started, we introduce a twisting operation that corresponds (under suitable con-
travariant Fontaine functors D∗

B = HomQp[GK ](·, B)) to the operation V  V ⊗Qp Qp(i)
on the Galois side for i ∈ Z. Suppose that B ⊆ BdR is a Qp[GK ]-subalgebra containing
the canonical Zp(1) (of which the two most important examples are Bcris and Bst). For
any basis t of Zp(1), elements of W ′ = HomQp(V (i), B) can be written as w′ = t−iw for
w ∈ W := HomQp(V,B), so w′ ∈ W ′ is GK-invariant if and only if w ∈ W is GK-invariant.
Clearly w′ lies in HomQp(V, t

rB+
dR) if and only if w ∈ HomQp(V, t

r+iB+
dR). The subring Bcris

will contain t with the Frobenius of Bcris acting on t−i as multiplication by p−i, and since
t ∈ Bcris we also will have N(t) = 0. Thus, we are led to the following definition.
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Definition 8.3.1. For D ∈ MFφ,NK , the i-fold Tate twist of D is the object D〈i〉 whose
underlying K0-vector space is D, monodromy operator ND〈i〉 is ND, Frobenius operator φD〈i〉

is p−iφD, and filtration structure over K is Filr(D〈i〉K) = Filr+i(DK).

Beware that this definition is adapted to the use of contravariant Fontaine functors
D∗
B(V ) = HomQp[GK ](·, B). If using the covariant DB then i should be replaced with −i

everywhere on the output. (It is always confusing to keep track of signs for Tate twists. It
is best to rederive things with Qp(1) by a little calculation using t each time rather than
trying to memorize formulas.)

Using the above definition, the Hodge polygon PH(D〈i〉) is obtained from the Hodge
polygon PH(D) by decreasing all slopes in the polygon by i, and likewise for Newton polygons.
Thus, tH(D〈i〉) = tH(D)− i dimD and likewise for tN . Since D′ 7→ D′〈i〉 sets up a bijection
between the set of subobjects of D and the set of subobjects of D〈i〉, we see that D is weakly
admissible if and only if D〈i〉 is weakly admissible. In terms of later contravariant period
ring constructions, we will have D∗

st(V (i)) ≃ D∗
st(V )〈i〉 for any V ∈ RepQp

(GK) and i ∈ Z,
and similarly for D∗

cris.

Example 8.3.2. We can now parameterize all 1-dimensional objects in MFφ,NK and describe
the weak admissibility property in terms of the parameters. By 1-dimensionality, we have:
ND = 0, D = K0e, and φ(e) = λe for some λ ∈ K×

0 . If we replace e with e′ = ce for some
c ∈ K×

0 then λ is replaced with λ′ = (σ(c)/c)λ, where σ is the Frobenius automorphism
of K0 = W(k)[1/p]. In particular, ordp(λ) is independent of the choice of basis; this is the
unique slope of D and it is equal to tN (D).

Since dimDK = 1, there is a unique r ∈ Z such that grr(DK) 6= 0, which is to say
Filr(DK) = DK and Filr+1(DK) = 0; hence, tH(D) = r. By passing to D〈r〉 if necessary,
we get to the case where gr0(DK) 6= 0. Then the Hodge polygon PH(D) is the horizontal
segment with endpoints (0, 0) and (1, 0), and PN(D) is the segment with endpoints (0, 0)
and (1, ordp(λ)). Hence, a 1-dimensional D with gr0(DK) 6= 0 is weakly admissible if and
only if ordp(λ) = 0, which is to say λ ∈ W(k)×. (In general, the necessary and sufficient
condition for weak admissibility is ordp(λ) = r, where ordp(λ) = tN(D) and r = tH(D).)

Upon specifying the discrete filtration parameter r = tH(D) ∈ Z and the discrete slope
parameter µ ∈ Z, the isomorphism class is determined by λ ∈ K×

0 with ordp(λ) = µ up to
the equivalence relation λ ∼ (σ(c)/c)λ for c ∈ K×

0 (or even just c ∈W(k)×).

We can refine the preceding example as follows. For n > 1 let F : W×
n → W×

n be the
relative Frobenius morphism of the smooth affine Fp-group of units in the length-n Witt
vectors. (See Exercise 7.4.5.) There is a short exact sequence of smooth affine Fp-groups

(8.3.1) 1→Wn(Fp)
× →W×

n

℘→W×
n → 1

with ℘(x) := F (x)/x and Wn(Fp)
× denoting the finite constant Fp-group (Z/pnZ)×. (By

“short exact” we can take the meaning that one has short exactness on geometric points and
the left term is the functorial kernel of ℘.) Thus, passing to k-points on (8.3.1) gives rise to
an isomorphism

Wn(k)
×/℘(Wn(k)

×) ≃ H1(k,Wn(Fp)
×) ≃ H1(Gk, (Z/p

nZ)×)
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because H1(k,W×
n ) = 1 (as W×

n has a finite filtration by smooth closed k-subgroups with
successive quotients Gm and Ga, each of which has vanishing degree-1 cohomology over k).
Passing to the inverse limit over n and using successive approximation and p-adic complete-
ness and separatedness of W(k) then gives a natural isomorphism

(8.3.2) W(k)×/℘(W(k)×) ≃ Homcont(Gk,Z
×
p ) = Homun

cont(GK ,Q
×
p )

onto the group of unramified p-adic characters of GK .
In other words, we have parameterized such characters by integral units λ ∈W(k)× up to

the equivalence relation λ ∼ (σ(c)/c)λ = ℘(c)·λ for c ∈W(k)×. But such equivalence classes
have been seen in Example 8.3.2 to also parameterize isomorphism classes of 1-dimensional
weakly admissible filtered (φ,N)-modules D over K with tH(D) = 0, so to each continuous
unramified character η : GK → Q×

p we can associate the isomorphism class Dη of a 1-
dimensional weakly admissible filtered (φ,N)-module over K. This abstract conclusion can
be interpreted very nicely:

Lemma 8.3.3. The bijective correspondence η 7→ Dη from continuous unramified characters
of GK to isomorphism classes of 1-dimensional weakly admissible filtered (φ,N)-modules over
K with tH = 0 is the contravariant Fontaine functor D∗

cris = HomQp[GK ](·, Bcris). That is,
D∗

cris(Qp(η)) is in the isomorphism class Dη.

In terms of the covariant Fontaine functor, Dcris(Qp(η)) = Dη−1 .

Proof. Let η : GK → Z×
p be an unramified character. The proof of the isomorphism (8.3.2)

produces a λ ∈W(k)× such that for w ∈W(k)× satisfying ℘(w) = λ we have g(w) = η(g)w
for all g ∈ GK . The choice of w is unique up to a Z×

p -multiple, so the line D = K0w ⊆W(k)
only depends on λ. The construction of Bcris to be given in §9.1 realizes it as a GK-stable K0-
subalgebra of BdR containing W(R)[1/p] in a Frobenius-compatible manner and hence con-

taining W(k)[1/p] = K̂un
0 in a Galois-equivariant and Frobenius-compatible manner. Thus,

D∗
cris(Qp(η)) = HomQp[GK ](Qp(η), Bcris) contains a nonzero element e corresponding to the

map 1 7→ w. But dimK0 D
∗
cris(Qp(η)) 6 dimQp Qp(η) = 1, so D∗

cris(Qp(η)) is 1-dimensional

over K0 with basis e. Clearly the nontrivial gri is for i = 0 (as w ∈ K̂un
0

×
), and φ(e) = λe

because σ(w) = λw by the way we chose w. �

In Example 9.1.12 we will verify that D∗
cris(Qp(1)) identifed with the Tate twist (K0[0])〈1〉

of the unit object (if we use the covariant Dcris the answer would be dualized: (K0[0])〈−1〉).
Hence, in view of the tensor compatibility of the (contravariant) Fontaine functors and
the direct calculation of the filtered φ-module D∗

cris(Qp(1)), it follows from Lemma 8.3.3
via Tate-twisting that every 1-dimensional weakly admissible filtered (φ,N)-module over K
is D∗

cris applied to the Tate twist of an unramified character (all of which are crystalline,
since we shall see that the crystalline property can be checked on the inertia group and is
invariant under Tate twisting). Since D∗

cris will be shown to be fully faithful on crystalline
representations, it follows there are no further crystalline characters to be found. That is,
granting basic properties of Bcris and Dcris to be proved later, we have shown:

Proposition 8.3.4. The functor D∗
cris is an equivalence of categories between 1-dimensional

crystalline representations of GK and 1-dimensional weakly admissible filtered (φ,N)-modules
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over K. The characters arising in this way are precisely the Tate twists of the Z×
p -valued

unramified characters of GK.

Our classification of 1-dimensional crystalline representations of GK did not require know-
ing in advance thatD∗

cris(V ) is weakly admissible when V is crystalline, nor that every weakly
admissible module over K arises from a semistable representation. For the 2-dimensional
case it seems hopeless to give an elementary analysis of the classification problem for crys-
talline or semistable representations for all K (even granting elementary facts about Bcris

and Bst).
The rest of §8.3 is a very long “exercise” in linear algebra: we will solve the purely algebraic

problem of classifying all 2-dimensional weakly admissible filtered (φ,N)-modules over K =
Qp. If we grant (as will be proved in Proposition 9.2.11, Proposition 9.2.14, Theorem 9.3.4,
and Remark 11.3.4) that there is a dimension-preserving contravariant tensor equivalence
between semistable representations and weakly admissible filtered (φ,N)-modules via an
appropriate period ring Bst, under which crystalline representations are precisely those for
which N = 0, we will have then classified all 2-dimensional semistable representations of
GQp.

One reason that the case K = Qp is much simpler to analyze on the linear algebra side
than the case of general K is that in such cases φ is linear over K0 = K and Exercise 8.4.1
relates slopes to actual eigenvalues (i.e., roots of a characteristic polynomial).

For the 2-dimensional classification in w.a. MFφ,NQp
, we will encounter both irreducible and

reducible cases, and within the reducible cases it is the non-semisimple ones that will be
the most interesting (especially the relationship between the Hodge-Tate weights of their
“diagonal characters”). We shall state the classification (Theorem 8.3.6) in terms of the
contravariant Fontaine functor V 7→ D∗

cris(V ) = HomQp[GQp ](V,Bcris) because D∗
cris(Qp(r))

has nonzero gri precisely for i = r (rather than i = −r), but the main work in the proof
involves only semilinear algebra (for which all relevant notions have already been defined
already, whereas Bcris and Dcris will be defined in §9).

Let (D,ϕ,Fil•(D), N) be a 2-dimensional weakly admissible filtered (φ,N)-module over
Qp. By applying a suitable Tate twist (in the sense of Definition 8.3.1), we may arrange that
Fil0(D) = D and Fil1(D) 6= D. To systematically treat all possibilities, we need to consider
various special situations.

First consider the special case when the filtration structure is trivial: Fil1(D) = 0. In
this case we shall drop the 2-dimensionality hypothesis and allow n = dimK0 D > 1 to be
arbitrary. Removing the effect of the Tate twist at the start (i.e., assume Filr(D) = D and
Filr+1(D) = 0 for some r), these are the cases in which the Hodge polygon is a straight line.
In this case by convexity and agreement of both endpoints it follows that PN(D) = PH(D),
so in terms of the isoclinic decomposition there is only one slope. Hence, without any
hypotheses on dimK D we must have N = 0 and ϕ : D ≃ D with pure slope 0, so by

Exercise 8.4.1 the map ϕ has characteristic polynomial fϕ(X) ∈ Zp[X] with all roots in Z
×

p .
The subobjects are the ϕ-stable subspaces, each of which has Hodge and Newton polygons

that coincide (as segments along the x-axis). Hence, weak admissibility always holds. Also,
there is always a lattice Λ ⊆ D that is ϕ-stable and on which ϕ acts as an automorphism.
Indeed, ϕ is ‘power-bounded (in the sense of Exercise 8.4.1(4)) since fϕ ∈ Zp[X] (compute
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after extending scalars to acquire all eigenvalues, and use generalized eigenvectors), so for
any Zp-lattice L ⊆ D the span Λ =

∑
n>0 ϕ

n(L) is bounded and hence is a ϕ-stable lattice.
But detϕ ∈ Z×

p , so ϕ is an automorphism of Λ.
To summarize, when the filtration structure is trivial we are simply studying Qp-isogeny

classes of pairs (Λ, T ) consisting of a lattice Λ over Zp and a linear automorphism T of Λ. In
other words, this is the study of GLn(Qp)-conjugacy classes of elements of GLn(Zp). These
will correspond (via D∗

st) to unramified n-dimensional representations of GQp (which may
be semisimple or not, and when irreducible are never absolutely irreducible because GFp is
abelian). Removing the effect of the Tate twist, the cases in which the Hodge polygon is
a straight line correspond to cyclotomic twists of unramified representations. In particular,
these have a single Hodge-Tate weight (equal to the unique i such that gri(D) 6= 0 – rather
than gr−i(D) 6= 0! – when we use the contravariant Fontaine functors). We record our
conclusions in this special case:

Proposition 8.3.5. The n-dimensional weakly admissible filtered (φ,N)-modules over Qp

with a single Hodge–Tate weight have vanishing N , and in case of Hodge–Tate weight 0 are
parameterized up to isomorphism by GLn(Qp)-conjugacy classes of elements of GLn(Zp). In
general if the Hodge–Tate weight is i then such objects naturally correspond under D∗

cris to
χi-twists of n-dimensional unramified p-adic representations of GQp

We now turn to the more interesting case in which there are two distinct filtration jumps,
or in Galois-theoretic terms (via D∗

st) two distinct Hodge-Tate weights. Taking into account
our initial Tate twist to get to the case Fil0(D) = D and Fil1(D) 6= D, we must have that
L := Fil1(D) is a line in D. There is a discrete invariant r > 1: Filj(D) = L when 1 6 j 6 r
and Filr+1(D) = 0. In terms of Galois representations (using D∗

st), the Hodge-Tate weights
are 0 and r (or more invariantly, r is the gap between the Hodge-Tate weights). In particular,
tH(D) = r. It will be convenient to separately treat the cases when N = 0 and when N 6= 0
(i.e., crystalline representations and semistable non-crystalline representations).

First we consider the case N = 0, which is to say 2-dimensional crystalline representations
with two distinct Hodge–Tate weights, Once again, we make an initial Tate twist so that the
smaller such weight is 0.

Theorem 8.3.6. The set of isomorphism classes of 2-dimensional crystalline representations
V of GQp that have distinct Hodge-Tate weights {0, r} with r > 0 and are not a direct sum
of two characters is naturally parameterized by the set of quadratic polynomials f(X) =
X2 + aX + b ∈ Zp[X] with ordp(b) = r, where f is the characteristic polynomial of ϕ on
D = D∗

cris(V ).
If f is irreducible then D = Qpe1 ⊕Qpe2 with Filj(D) = Qpe1 precisely for 1 6 j 6 r and

[ϕ] =

(
0 −b
1 −a

)
. The crystalline Galois representation V ∗

cris(D) contravariantly associated to

D is irreducible.
If f is reducible with distinct roots then D = Qpe1 ⊕ Qpe2 with Filj(D) = Qp(e1 + e2)

precisely for 1 6 j 6 r and each ei an eigenvector for ϕ. If f is reducible with a repeated
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root λ (so r ∈ 2 ordp(λ) ∈ 2Z+) then the same description holds except that e1 spans the

λ-eigenspace and ϕ has the matrix

(
λ 1
0 λ

)
.

In all of these cases, ϕ does not act as a scalar on D. Also, the associated Galois represen-
tation V ∗

cris(D) is reducible if and only if f has a unit root µ ∈ Z×
p (so this never occurs when

f has a repeated root), in which case the other root is prµ′ for some µ′ ∈ Z×
p and V ∗

cris(D) is
an extension of the unramified character ψµ associated to µ by the r-fold Tate twist χrψµ′ of
the unramified character ψµ′ associated to µ′.

Remark 8.3.7. This theorem does not claim that every 2-dimensional crystalline represen-
tation of GQp with distinct Hodge-Tate weights is determined up to isomorphism by the
monic quadratic characteristic polynomial of Frobenius in Qp[X]. Indeed, each such qua-
dratic polynomial that is reducible can arise in two ways: from a direct sum of characters
with distinct Hodge-Tate weights or from a non-split extension of the lower-weight character
by the higher-weight character. Keep in mind that the slopes of this polynomial (i.e., the
p-adic ordinals of its roots) are not the Hodge-Tate weights in general, but by Exercise 8.4.1
they are the slopes which define the Newton polygon of D.

Proof. Let fϕ(X) = X2 + aX + b ∈ Qp[X] be the characteristic polynomial of ϕ acting on
D, so b 6= 0. The condition r = tH(D) = tN(D) = ordp(b) forces b ∈ prZ×

p .

Step 1 (Irreducible case). Suppose fϕ is irreducible over Qp, so its roots in Qp have

the same valuation and hence this valuation is > 0 (as r > 1). Necessarily a ∈ p⌊r/2⌋Zp in
such cases. In these cases there are no nontrivial subobjects of D, and in particular ϕ(L) is
not contained in L. Thus, if we choose a basis vector e1 for L then e2 := ϕ(e1) is linearly
independent from e1 and {e1, e2} is an ordered basis of D.

The matrix of ϕ relative to this ordered basis is

(
0 −b
1 −a

)
. Since Filj(D) = L = Qpe1 for

1 6 j 6 r, and otherwise Filj(D) is equal to D (for j 6 0) or vanishes (for j > r + 1), we
have classified the cases with irreducible fϕ up to isomorphism in terms of the parameters
(a, b) ∈ p⌊r/2⌋Zp × prZ×

p (subject to the constraint that b2 − 4a a nonsquare in Q×
p ). These

are exactly the 2-dimensional crystalline representations of GQp with Hodge-Tate weights 0
and r for which ϕ acts irreducibly on D. Removing the effect of the initial Tate twist on
these examples amounts to allowing the smaller of the two distinct Hodge-Tate weights to
be an arbitrary integer.

Step 2 (Reducible case with distinct eigenvalues). Assume fϕ(X) = (X − λ1)(X − λ2)
with λi ∈ Q×

p and ordp(λ1) 6 ordp(λ2). These ord’s are both integers. The equality tH(D) =
tN(D) from the weak admissibility requirement says r = ordp(λ1)+ordp(λ2), so ordp(λ2) > 1
since r > 1. We separately treat the cases when λ1 6= λ2 and λ1 = λ2.

First assume that the eigenvalues are distinct, and choose an eigenvector ei for λi, so D =
Qpe1 ⊕Qpe2. The only nontrivial subobjects of D are the two eigenlines, with tN (Qpei) =
ordp(λi). Weak admissibility amounts to the requirement tH(Qpei) 6 tN (Qpei) = ordp(λi) for
both i’s. The filtration of the line Qpei has its unique nontrivial graded subquotient in degree
r (i.e., tH(Qpei) = r) if this line is equal to L and in degree 0 (i.e., tH(Qpei) = 0) otherwise.
In particular, tH(Qpei) > 0 for both i’s, so each λi is integral. But ordp(λ2) > ordp(λ1) > 0
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with ordp(λ1) + ordp(λ2) = r > 1, so ordp(λ1) < r. Hence, necessarily L 6= Qpe1, so
tH(Qpe1) = 0. We separately consider the possibilities that L = Qpe2 or not.

The case L = Qpe2 can only occur if ordp(λ1) = 0 and ordp(λ2) = r, in which case it
corresponds to D that is a direct sum of the 1-dimensional objects Qpe1 (the eigenline for
the smaller slope) and L = Qpe2, with these subobjects having respective filtration jumps
in degrees 0 and r. In contravariant Galois-theoretic terms, by Lemma 8.3.3, these are
the direct sums ψ1 ⊕ ψ2(r) with each ψi unramified (and the integral units λ1 and λ2/p

r

encode the Frobenius action for ψi); removing the effect of the Tate twist makes this into
the reducible decomposable crystalline case with distinct Hodge-Tate weights.

Now suppose L 6= Qpe2 (and still λ1 6= λ2), so by scaling the ei’s we can arrange that
L = Qp(e1 + e2). In such cases 0 = tH(Qpei) 6 tN (Qpei) by weak admissibility. We
have a pair of distinct ϕ-eigenvalues λi ∈ Q×

p with 0 6 ordp(λ1) 6 ordp(λ2) (by weak
admissibility) and ordp(λ1) + ordp(λ2) = r, D = Qpe1 ⊕Qpe2, and ϕ(ei) = λiei. Moreover,
Filj(D) = Qp(e1 + e2) for 1 6 j 6 r, and Filj(D) = D (resp. Filj(D) = 0) if j 6 0 (resp.
j > r + 1). Since tH(Qpe2) = 0 < ordp(λ2) = tN(Qpe2), the subobject Qpe2 is not a weakly
admissible filtered φ-module. Hence, the only possibility in these cases for a nontrivial weakly
admissible subobject is Qpe1, and this happens if and only if ordp(λ1) = 0. Thus, we have
obtained all crystalline representations of GQp with distinct Hodge-Tate weights 0 and r > 1
(under the contravariant Fontaine functor) such that the representation is not a direct sum
of two characters and the ϕ-action has distinct eigenvalues. These are parameterized by
unordered pairs of distinct nonzero λ, λ′ ∈ Zp such that ordp(λ) + ordp(λ

′) = r > 1.
In terms of this parameterization, the reducible Galois representations are exactly those

for which one (and then necessarily only one) of λ or λ′ is in Z×
p . Moreover, in these reducible

(non-decomposable) cases the unique nontrivial weakly admissible subobject of D is the ϕ-
eigenline for the unit eigenvalue, so in terms of the contravariant Fontaine functor the Galois
representation has the nonsemisimple form

(
ψ′(r) ∗

0 ψ

)

with ψ and ψ′ unramified characters of GQp (valued in Z×
p ). These unramified characters

correspond respectively to the units λ1 and λ2/p
r in the above notation, and our analysis

shows that the knowledge of these eigenvalues determines the Galois representation up to
isomorphism!

This gives two interesting results: for any pair of unramified characters ψ, ψ′ : GQp ⇉ Z×
p

and any r > 1 there is exactly one non-semisimple crystalline representation ρψ,ψ′ containing
ψ′(r) and admitting ψ as a quotient (in fancier language, the space

H1
cris(Qp, ψ

−1ψ′(r)) := Ext1
cris(ψ, ψ

′(r)) ⊆ Ext1
Qp[GQp ](ψ, ψ

′(r)) ≃ H1(Qp, ψ
−1ψ′(r))

of extension classes with underlying crystalline representation is a 1-dimensional Qp-subspace
of H1(Qp, ψ

′ψ−1(r))), and more importantly there is no non-split crystalline extension of
ψ′(r) by ψ with r > 1. That is, if χ, χ′ : GQp ⇉ Q×

p are crystalline characters (i.e., Tate
twists of unramified characters) with respective Hodge-Tate weights n and n′, then there
is no non-split crystalline extension of χ′ by χ if n′ > n. In other words, the Hodge-Tate
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weights can only “drop” as we move up a Jordan-Hölder filtration of a reducible non-split
crystalline Galois representation.

Step 3 (Reducible case with equal slopes). There remains the case in which λ1 = λ2 = λ,
so 2 ordp(λ) = r. (Hence, r is even and λ ∈ pZp.) We cannot have that ϕ is a scalar, for
otherwise L would be a subobject yet tH(L) = r = 2 ordp(λ) whereas tN (L) = ordp(λ) <
2 ordp(λ), contradicting weak admissibility. The λ-eigenspace is therefore 1-dimensional, and
if we choose such an eigenvector e1 then arguing as above allows us to choose a basis {e1, e2}
for D such that L = Qp(e1 + e2) and ϕ has the matrix

(
λ 1
0 λ

)
.

We have uniquely determined the filtration on D, so these cases are parameterized by the
arbitrary nonzero λ ∈ pZp (with r = 2 ordp(λ)).

There are no nontrivial weakly admissible proper subobjects since the unique eigenline
Qpe1 has Hodge number 0 yet it has Newton number ordp(λ) 6= 0. The corresponding
Galois representations via the contravariant Fontaine functor are the irreducible crystalline
representations with Hodge-Tate weights 0 and r ∈ 2Z+ such that the ϕ-action has a double
root (with slope r/2) for its characteristic polynomial. The explicit description shows that
up to isomorphism such examples are completely determined by this repeated root λ ∈
pr/2Z×

p (in particular, ϕ is non-scalar on D), so this nicely fits with the parameterization by
unordered pairs {λ, λ′} of distinct elements as given in Step 2, now filling in the cases with
λ = λ′. Note that we can remove the effect of the initial Tate twist by allowing any λ ∈ Q×

p

(in which case ordp(λ) ∈ Z is the average of the two distinct Hodge-Tate weights). �

Finally, we consider 2-dimensional semistable GQp-representations that have a nonzero
monodromy operator, which is to say that they are non-crystalline. The presence of this
nonzero operator severely restricts the possible subobjects, and so correspondingly the de-
termination of all possibilities winds up being much easier than in the crystalline case (where
the subobject property came down to ϕ-stability).

Let D be a 2-dimensional weakly admissible filtered (φ,N)-module over Qp with ND 6= 0.
This ND is a nonzero nilpotent operator, so over the completed maximal unramified extension
W(Fp)[1/p] the relation Nφ = pφN and the Dieudonné-Manin classification force there to
be exactly two distinct slopes which moreover differ by 1. Hence, fϕ(X) ∈ Qp[X] has roots

λ1, λ2 ∈ Q
×

p with ordp(λ1) = ordp(λ2)−1. In particular, λ1 and λ2 cannot be conjugate over
Qp, so necessarily fϕ is not irreducible over Qp. That is, λ1, λ2 ∈ Q×

p .

Proposition 8.3.8. The non-crystalline semistable 2-dimensional representations V of GQp

with smallest Hodge-Tate weight equal to 0 are parameterized as follows: there is a Hodge-
Tate weight r > 0 of the form r = 2m + 1 with m > 0, and V is parameterized up to
isomorphism by a pair (λ, c) with λ ∈ pmZ×

p and c ∈ Qp.
For a given (λ, c), the contravariantly associated filtered (φ,N)-module D = D∗

st(V ) given
explicitly by D = Qpe1 ⊕ Qpe2 with N and ϕ as in (8.3.3) and Filj(D) = Qp(ce1 + e2)
precisely for 1 6 j 6 2m+ 1. In these cases there is a unique nontrivial subobject D′ of D,
namely D′ = Qpe1, and tH(D′) = 0 and tN (D′) = m.

In particular, D′ is weakly admissible if and only if m = 0, which is to say λ ∈ Z×
p .
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Accordingly to this parameterization, if m > 0 (i.e., the necessarily distinct Hodge-Tate
weights 0 and 2m + 1 are not consecutive integers) then the semistable representation is
irreducible, whereas if m = 0 then it is necessarily reducible and non-semisimple (as N 6= 0).

Proof. The condition of 0 being the smallest Hodge–Tate weight says that Fil0(D) = D and
Fil1(D) 6= D. We claim Fil1(D) 6= 0. If Fil1(D) = 0 then the Hodge polygon would be a
straight line, and so by weak admissibility the Newton polygon is the same straight line.
But the monodromy operator always drops the slope by 1 on the isotypic parts, so triviality
of the filtration structure would force the monodromy operator to vanish, contradicting our
non-crystalline hypothesis. Hence, Fil1(D) is equal to a line L in D.

There is a unique r > 1 such that Filj(D) = L for 1 6 j 6 r and Filr+1(D) = 0. Let
m = ordp(λ1) = ordp(λ2) − 1, so r = tH(D) = tN(D) = 2m + 1. The line kerN is stable
by ϕ and N , and hence it is a subobject of D. Direct analysis of the relation Nφ = pφN
shows that the eigenline kerN must support the eigenvalue of ϕ with the smaller slope, so
tN(kerN) = m. But tH(kerN) > 0, so m > 0 by weak admissibility.

Since N carries the λ2-eigenline onto the λ1-eigenline (as N 6= 0) we can choose an eigen-
vector e2 with ϕ(e2) = λ2e2 and define e1 = N(e2) to get an ordered basis {e1, e2} of D.
This forces λ2 = pλ1 since

pλ1e1 = pϕ(e1) = pϕN(e2) = Nϕ(e2) = λ2N(e2) = λ2e1.

To summarize, there is a parameter λ ∈ pmZ×
p satisfying 2m + 1 = r > 1 and a linear

decomposition D = Qpe1 ⊕Qpe2 relative to which N and ϕ have matrices

(8.3.3) [N ] =

(
0 1
0 0

)
, [ϕ] =

(
λ 0
0 pλ

)
.

It remains to determine the possibilities for the line L ⊆ D satisfying Filj(D) = L precisely
for 1 6 j 6 r.

The requirement of (φ,N)-stability implies that the only nontrivial subobject is the line
Qpe1 = kerN . Clearly tN(Qpe1) = ordp(λ) = m < 2m+1 = r. This rules out the possibility
L = Qpe1, for in such a case we would have tH(Qpe1) = r > tN (Qpe1), contradicting weak
admissibility for D. Thus, L = Qp(ce1 + e2) for some uniquely determined c ∈ Qp. (If
we replace the initial choice of e2 with a Q×

p -multiple then e1 = N(e2) is scaled in the
same way and so c does not change. Thus, c is intrinsic to D.) Since Qpe1 6= L we have
tH(Qpe1) = 0 6 m = tN (Qpe1). The weak admissibility condition therefore imposes no
requirements on c and is satisfied in all examples as just described. �

Using Lemma 8.3.3 and the contravariant D∗
st, the reducible cases of Proposition 8.3.8 are

non-split extensions of ψ by ψ(1) for the unramified character ψ : GQp → Q×
p classified by

λ ∈ Z×
p . In particular, for these reducible cases the larger Hodge-Tate weight appears on the

subobject, exactly as in the crystalline reducible non-semisimple cases in Theorem 8.3.6 (but
now the gap between the weights is necessarily 1). Hence, the unique unramified quotient
character ψ determines the 2-dimensional representation space (though not its non-split
extension structure) up to isomorphism.

Applying the unramified twist by ψ−1 brings us to the case λ = 1 because D∗
st is tensor-

compatible, so since D∗
st(Qp) = D∗

cris(Qp) ≃ K0[0] we see that, up to unramified twisting, the
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2-dimensional reducible non-crystalline semistable representations of GQp are parameterized
by a single parameter c ∈ Qp. Note that to choose a basis of the line D∗

cris(Qp) amounts to
making a choice of Qp-basis of the canonical line Qp(1) = Qp · t ⊆ Bcris ⊆ BdR.

Focusing on the case ψ = 1, we have described all of the lines in the subspace space

H1
st(GQp ,Qp(1)) := Ext1

st(Qp,Qp(1)) ⊆ Ext1
Qp[GQp ](Qp,Qp(1)) ≃ H1(GQp,Qp(1))

of extension classes with underlying semistable representation. There is a distinguished line
whose nonzero elements are the non-split crystalline extension classes of Qp by Qp(1) (all of
which are mutually isomorphic as representation spaces, forgetting the extension structure).
The set of other lines is naturally parameterized by a parameter c as above. The nontrivial
filtration step L is given by Qp(ce1 + e2) in the non-crystalline cases (with e1 = N(e2)), and
it is given by Qp(e1 + e2) in the crystalline non-split case. In each case the pair (e1, e2) is
uniquely determined up to a common nonzero scaling factor, and this scalar may be viewed as
a parameter for the nonzero elements of a Qp-line in the space H1

st(GQp,Qp(1)) of semistable
extension classes.

By Kummer theory, H1(GQp,Qp(1)) is 2-dimensional when p > 2. There is also a concrete
description of the vector space structure on this cohomology in terms of the language of
extension classes (using pushouts and pullbacks). Hence, the proved existence of a line of
crystalline classes and a line whose nonzero elements are semistable classes shows (via the
preservation of semistability under subrepresentations, quotients, and direct sums) that when
p > 2 all elements in H1(GQp ,Qp(1)) correspond to semistable representations, and that there
is a distinguished line consisting of the crystalline classes. Here is a vast generalization:

Lemma 8.3.9. For any p-adic field K, each element in H1(GK ,Qp(1)) corresponds to
a semistable GK-representation and there is a Qp-hyperplane consisting of the crystalline
classes.

Proof. Kummer theory provides a concrete description of H1(GK ,Qp(1)) for any p-adic field
K whatsoever: it is the tensor product of Qp against the p-adic completion of K×. This is
naturally an extension of Qp by Qp ⊗Zp (1 + mK) ≃ K (isomorphism defined via the p-adic
exponential map), where the Qp-hyperplane K parameterizes the cohomology classes arising
from integral units of K. These latter classes V are 2-dimensional p-adic representations of
GK that are crystalline: see Example 9.2.8.

Since we have a hyperplane of crystalline classes, to show that in general all elements of
H1(GK ,Qp(1)) are semistable as Galois representations it suffices to exhibit a single non-
crystalline but semistable extension class. The p-adic Tate module of a single Tate curve
over K does the job; see Example 9.2.9. �

We can push the Tate curve case further whenK = Qp. The Tate curve Eq for q ∈ Q×
p with

|q| < 1 gives rise to a representation Vp(Eq) := Qp ⊗Zp Tp(E) of GQp that is non-crystalline
but semistable, and Vp(Eq) has a canonical structure of extension of Qp by Qp(1). Thus,
D∗

st(Vp(Eq)) is classified by some parameter cq ∈ Q×
p in terms of our preceding description of

crystalline classes in H1(GQp,Qp(1)), and one can ask to compute cq explicitly. In order to do
this we have to fix the embedding of Bst into BdR (in order to define the filtration structure
on D∗

st(V )K). Such an embedding will depend on a choice of GK-equivariant logarithm
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λ : K
× → K extending the usual one on O

×

K
= k

× × (1 + mOK
). If one does a direct

calculation with Bst using the contravariant functors, one finds that cq = −λ(q).

8.4. Exercises.

Exercise 8.4.1. Consider a linear automorphism T : D → D of a finite-dimensional Qp-vector
space. Let K = W(k)[1/p] for a perfect field k with characteristic p > 0.

By extending scalars Frobenius-semilinearly, we get an isocrystal structure on the finite-
dimensional K-vector space K ⊗Qp D via φ(c⊗ d) = σ(c)⊗ T (d). The following steps prove
that the slopes of φ are exactly the ordp(λ)’s, where λ ranges through eigenvalues of T in
Qp, each occurring with multiplicity equal to its eigenvalue multiplicity for T .

(1) Prove that in Definition 8.1.5, it is equivalent to apply the Dieudonné-Manin classi-
fication after extending scalars to W(k′)[1/p] for any algebraically closed extension
k′/k (not necessarily an algebraic closure). In particular, deduce that it suffices to
treat the case K = Qp.

(2) With K = Qp, use the slope decomposition to reduce the problem to the case when

φ is isoclinic (i.e., the isocrystal Q̂un
p ⊗Qp D has some pure slope). Let α be the slope.

Show that passing to T−1 corresponds to negative the slope, and so reduce to the
case α > 0.

(3) Write α = s/r in reduced form with r > 1, s > 0. Using Qp(p
1/r) ⊗Qp D and

(p1/r)−s ⊗ T , with Qp(p
1/r) linearly disjoint from Q̂un

p over Qp, reduce to the case
α = 0.

(4) Define an isocrystal (∆, φ) over a p-adic field to be power-bounded if there is a W(k)-
lattice Λ ⊆ ∆ such that the sequence of W(k)-lattices {φn(Λ)} for n > 0 is “bounded”
in ∆ (in the sense that these lattices are contained in a common W(k)-lattice of ∆).
Prove that if such a property holds for one φ-stable lattice then it holds for all of
them (so this concept is well-defined). Then use the Dieudonné-Manin classification
to prove that a (nonzero) power-bounded isocrystal is exactly one for which the slopes
are > 0.

(5) Using that α = 0, deduce that for any Zp-lattice L ⊆ D, the family of lattices
{T n(L)} for all n ∈ Z is bounded. By suitable extension of scalars, conclude that all
eigenvalues of T are integral units in Qp.

Exercise 8.4.2. The classification in §8.3 is basically one very extensive worked example.
Read through it carefully in order to see how the various aspects of weak admissibility
restrict possibilities on the linear algebra side.

Exercise 8.4.3. In practice it is important to consider p-adic representations “with coef-
ficients”. That is, we need to work with RepF (GK) for a finite extension F/Qp. We
may view RepF (GK) as a subcategory of RepQp

(GK) (since [F : Qp] is finite), and so for

B ∈ {BHT, BdR, Bcris, Bst} we define B-admissibility on RepF (GK) in terms of the underlying
Qp-linear representation space.

By functoriality, the GK-equivariant F -action on V endows DB(V ) with an action by F .
In particular, for the field E := BG the E-vector space DB(V ) is naturally a module over
F ⊗Qp E. Consequently, the classification of such V ’s (especially for B = {Bst, Bcris}, in
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which case DB is fully faithful onto a certain subcategory of VecE) is influenced by the E-
algebra structure of F ⊗Qp E. It is therefore simplest to analyze things when F and E are
linearly disjoint over Qp (i.e., F ⊗Qp E is a field) or when F contains a Galois closure of E
over Qp (in which case F ⊗Qp E is a product of copies of F indexed by the Qp-embeddings
E → F ). This exercise takes up low-dimensional examples of this situation.

(1) Let F/Qp be a finite extension linearly disjoint from K over Qp (automatic if K =

Qp). Generalize Example 8.3.2 to classify the objects D in w.a. MFφ,NK corresponding
to semistable representations ρ : GK → F×. More precisely, use F -linear functoriality
to prove that (i) D is 1-dimensional over FK0 := F ⊗Qp K0 with ND = 0 (so D must
be crystalline), (ii) grr(DK) 6= 0 for a unique r, with tH(D) = r[F : Qp], (iii) D
has pure slope ordp(NFK0/K0(λ))/[F : Qp] = ordFK0(λ)/[F : F0] where φ(e) = λe
for λ ∈ (FK0)

× and an FK0-basis {e} of D (so tN (D) = [F0 : Qp] ordFK0(λ), with
λ unique up to multiplication by (1 ⊗ σ)(c)/c for c ∈ (FK0)

×). Deduce via weak
admissibility that ordFK0(λ) = e(F )r where r is the unique Hodge–Tate weight, and
that such ρ are precisely the Tate twists of unramified O

×
F -valued characters of GK .

(2) Let F/Qp be as in (1). Prove that if V ∈ RepF (GK) is semistable then the multiplicity
of each Hodge–Tate weight is a multiple of [F : Qp]. More specifically, show that

if D ∈ MFφ,NK has an action by F then all grr(DK)’s have K-dimension that is a
multiple of [F : Qp]. (This fails if semistable is relaxed to de Rham, as occurs
already for elliptic curves over K = Qp that have geometric complex multiplication
by an imaginary quadratic field in which p is inert or ramified!) In particular, if
dimF V = 2 and V does not have a single Hodge–Tate weight, deduce that after a
Tate twist it has Hodge–Tate weights {0, r} for some r > 0 with each weight having
multiplicity [F : Qp].

(3) Now takeK = Qp, so (2) applies with any finite extension F/Qp. Let V ∈ RepF (GQp)
be 2-dimensional and semistable with Hodge–Tate weights {0, r} with r > 0, and let

D = Dst(V ) ∈ w.a. MFφ,NQp
be the corresponding 2-dimensional object over F . Let

fϕ(X) = X2 + aX + b ∈ F [X] be the characteristic polynomial of the F -linear ϕ
acting on D, so b 6= 0. Show that tH(D) = r[F : Qp] and tN(D) = [F0 : Qp] ordF (b),
and deduce that r = ordF (b)/e(F ) and b ∈ prO×

F .
(4) By using F , OF , and ordF , adapt the statement and proof of Theorem 8.3.6 so that it

classifies the 2-dimensional F -linear representations of GQp that are crystalline with
Hodge–Tate weights {0, r} for r > 0 and are not a direct sum of two F×-valued
characters. In particular, show that reducibility of such representations over F is
equivalent to the quadratic characteristic polynomial fϕ(X) ∈ F [X] of the F -linear
ϕ having a root in O

×
F . Beware that if fϕ has a repeated root λ ∈ F× then the

condition “r = 2 ordp(λ)” for F = Qp is replaced with e(F )r = 2 ordF (λ), so r may
not be even (if e(F ) is even) and there are nontrivial constraints on ordF (λ) when
e(F ) > 2.

(5) Can you likewise generalize Proposition 8.3.8 to allow coefficients in any finite exten-
sion F of Qp?
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9. Crystalline and semistable period rings

Recall that R = lim←−OCK
/(p) is a perfect valuation ring in characteristic p, with each x =

(xn) ∈ R uniquely lifting to a p-power compatible sequence (x(n)) in OCK
. We constructed

a continuous open GK-equivariant surjection θ : W(R) ։ OCK
given by θ([x]) = x(0) for

x ∈ R, and more generally θ(r0, r1, . . . ) =
∑
pnr

(n)
n for r0, r1, · · · ∈ R. Inverting p gave a

GK-equivariant surjection θQ : W(R)[1/p] ։ CK . By Proposition 4.4.3, ker θ = (ξep) where
ξep = [p̃] − p for p̃ ∈ R such that p̃(0) = p. The ring B+

dR was defined to be the ker θQ-adic
completion of W(R)[1/p].

One defect of B+
dR is that the Frobenius automorphism of W(R)[1/p] does not preserve

ker θQ, so there is no natural Frobenius endomorphism of BdR = Frac(B+
dR) = B+

dR[1/t].
To remedy this defect we will introduce an auxiliary subring A0

cris ⊆ W(R)[1/p] that is
Frobenius-stable and gives rise to a large subring Bcris ⊆ BdR on which there is a natural
Frobenius endomorphism.

9.1. Construction and properties of Bcris. We let A0
cris denote the “divided power enve-

lope” of W(R) with respect to ker θ, which in concrete terms means that it is the GK-stable
W(R)-subalgebra

(9.1.1) W(R)[αm/m!]m>1,α∈ker θ = W(R)[ξm/m!]m>1

in W(R)[1/p] generated by “divided powers” of all elements of ker θ (or equivalently by the
divided powers of a single generator ξ of ker θ, as (cx)n/n! = cn · xn/n!). (There is a general
abstract notion of divided powers and divided power envelopes [5, §3, App. A] that can be
very useful; we discuss it in §12.1.) Since A0

cris is a Z-flat domain, if we define

Acris = lim←−A
0
cris/p

n · A0
cris

to be the p-adic completion of A0
cris then Acris is p-adically separated and complete and the

natural map A0
cris/p

n · A0
cris → Acris/p

n · A0
cris is an isomorphism for all n > 1. In particular,

it follows that Acris is Zp-flat. However, it is not at all evident if Acris is a domain or if
A0

cris → Acris is injective (i.e., A0
cris is p-adically separated); these properties will be addressed

shortly.
As a W(R)-module, A0

cris is spanned by the divided powers ξm/m! for m ∈ pZ, with ξ a
generator of ker θ, but beware that A0

cris is not a free W(R)-module! To understand some
of its properties after p-adic completion, we need to be careful since this ring is rather far
from being noetherian. Unfortunately, verifying basic properties of Acris appears to require
a lot of effort, more so than we can explain in these notes. In Exercise 9.4.1 we give some
experience with this ring. (Some useful techniques for studying Acris are contained in [19]
and [21].)

Using Exercise 9.4.1 and a somewhat tedious amount of algebra, it can be proved that
there is a way to fill in a continuous top row in a commutative diagram

(9.1.2) Acris

j // B+
dR

A0
cris

OO

// W(R)[1/p]

OO
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using the p-adic topology on Acris and the topology from Exercise 4.5.3 on B+
dR. Such a

continuous map j across the top in (9.1.2) is unique since A0
cris is dense in Acris and B+

dR is
Hausdorff. Using the uniqueness (or the construction) of j, it follows that j isGK-equivariant.
Rather more effort (which we omit) is required to prove that j is actually injective. (The
existence of a diagram (9.1.2) with continuous j can be deduced from [19, Prop. 4.4.7], but
its injectivity seems difficult to verify via that method.) One consequence of the injectivity
of j and the commutativity of the diagram is that Acris really is a domain and A0

cris → Acris

is indeed injective.
Concretely, the image of Acris in B+

dR is the subring of elements
{∑

n>0

an
ξn

n!
| an ∈W(R), an → 0 for the p-adic topology

}

in which the infinite sums are taken with respect to the discretely-valued topology of B+
dR;

such sums converge since ξ lies in the maximal ideal of B+
dR. In terms of this description, it

can be proved that the p-adic topology on Acris is characterized by uniform p-adic smallness
of all an’s in W(R), but beware that the divided power series expansions

∑
anξ

n/n! for an
element of Acris are not unique since an ∈W(R) rather than an ∈W(k). We summarize our
conclusions:

Proposition 9.1.1. The abstract p-adic completion Acris is a Zp-flat domain, and the com-
posite map Acris →֒ B+

dR ։ CK of W(R)-algebras lands in OCK
.

Note that the composite map Acris → OCK
is surjective since W(R) maps onto OCK

via
θ, and it is trivially continuous relative to p-adic topologies (since p 7→ p). It is natural to
wonder if the GK-action on Acris is continuous for the p-adic topology. A moment’s thought
shows that this is really not obvious. Its proof requires a new idea:

Proposition 9.1.2. The GK-action on Acris is continuous for the p-adic topology. Equiva-
lently, for any r > 1, the GK-action on Acris/(p

r) has open stabilizers.

Proof. Although Acris/(p
r) = A0

cris/(p
r), and A0

cris has a “concrete” description via Exercise
9.4.1, to prove this continuity property it seems necessary to make use of a completely
different description of Acris, or at least of its quotients Acris/(p

r). In [21, 5.2.7] Fontaine gives
an elegant GK-equivariant description of the W(R)-algebra Acris as a p-adically completed
tensor product, and passing to the quotient modulo pr on this description gives that Acris/(p

r)
is generated over Wr(R) by elements (arising from K0((t))) on which GK acts through χ mod
pr.

Passing to a finite extension of K to make χ mod pr = 1 therefore makes Acris/(p
r) be

generated over Wr(R) by GK-invariant elements. Hence, provided that the Wr(R)-algebra
Acris/(p

r) is a Wr(R/a)-algebra for some open ideal a in R, the discreteness of the GK-action
on R/a will then complete the proof. By using Teichmüller expansions (via perfectness of
R) it suffices to treat the case r = 1, which is to say that we are reduced to proving that
the map R = W(R)/(p) → Acris/(p) has nonzero kernel. But for ξ = [p̃] − p ∈ W(R) with
p̃(0) = p we have ξp ∈ pAcris, so [p̃p] ∈ pAcris. Thus, p̃p ∈ ker(R→ Acris/(p)). �
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Define the GK-stable W(R)[1/p]-subalgebra

B+
cris := Acris[1/p] ⊆ B+

dR.

Recall the element t = log([ε]) =
∑

n>1(−1)n+1([ε]−1)n/n ∈ B+
dR that is killed by θ+

dR, where

ε = (ε(n)) ∈ R satisfies ε(0) = 1 and ε(1) 6= 1 (so ε(n) is a primitive pnth root of unity in K
for all n > 0).

Proposition 9.1.3. We have t ∈ Acris and tp−1 ∈ pAcris, so tp/p! ∈ Acris. In fact, tm/m! ∈
Acris, and more generally for any a ∈ ker(Acris ։ OCK

) we have am/m! ∈ Acris, for all
m > 1.

Proof. Choose a generator ξ of ker θ. Since [ε]− 1 ∈ ker θ = ξW(R), we have [ε]− 1 = wξ
for some w ∈W(R). Thus, in B+

dR we have

(9.1.3) t =
∑

n>1

(−1)n+1 ([ε]− 1)n

n
=
∑

n>1

(−1)n+1(n− 1)!wn · ξ
n

n!

with (n− 1)!wn → 0 in W(R) relative to the p-adic topology. Hence, t ∈ Acris inside of B+
dR.

For any a ∈ Acris (such as a = t), whether or not ap−1 ∈ pAcris only depends on a mod p.
Thus, the infinite sum expression (9.1.3) for t allows us to check whether or not tp−1 ∈ pAcris

by replacing t with a suitable finite truncation of the sum on the right side of (9.1.3), namely
dropping terms whose coefficient (n−1)! is divisible by p. Hence, we can restrict to the sum
over 1 6 n 6 p. The terms for 1 6 n < p are Acris-multiples of [ε] − 1, and the term for
n = p is

(−1)p+1 · ([ε]− 1)p−1

p
· ([ε]− 1),

so t = ([ε]−1)(a+(−1)p+1([ε]−1)p−1/p) for some a ∈ Acris. Hence, to prove that tp−1 ∈ pAcris

it remains to check (and apply twice) that ([ε]− 1)p−1 ∈ pAcris. But pW(R) ⊆ pAcris and

[ε]− 1 ≡ [ε− 1] mod pW(R),

so it suffices to show [(ε− 1)p−1] ∈ pAcris.
By Example 4.3.4 we have vR(ε− 1) = p/(p− 1), so for p̃ ∈ R such that p̃(0) = p we have

vR((ε − 1)p−1) = p = vR(p̃p). Hence, (ε − 1)p−1 = p̃pr for some r ∈ R×, so [(ε − 1)p−1] is a
W(R)×-multiple of [p̃]p = (ξep + p)p ≡ ξpep mod pAcris with ξep = [p̃]− p a generator of ker θ in

W(R). But ξpep = p · (ξpep/p!) · (p− 1)! ∈ pAcris.

Finally, we check that if a ∈ ker(Acris ։ OCK
) then am/m! ∈ Acris for all m > 0. Fix a

choice of m. Since a in Acris is a (convergent for the p-adic topology!) sum of terms anξ
n/n!

with n > 1 and coefficients an ∈ W(R) that tend to 0 in W(R) for the p-adic topology,
it suffices to treat the case when this infinite sum is replaced with a finite truncation far
enough out so that the tail lies in pNAcris with m!|pN . In other words, we are reduced to
the case when a is a finite sum of terms anξ

n/n! with n > 1. Letting γN(x) = xN/N ! in any
Q-algebra for any N > 1, the binomial theorem says

γm(x+ y) =

m∑

i=0

γi(x)γj(y).
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Thus, to show am/m! ∈ Acris when a is a finite sum of terms anξ
n/n! with n > 1, it

suffices to treat the case when a is a single such term: a = wξn/n! with w ∈ W(R). But
γm(wx) = wγm(x), so finally we are reduced to the case a = ξn/n! = γn(ξ) with n > 1,
and we wish to prove that the divided power am/m! = γm(a) lies in Acris. But for all
n,m > 1 we have the universal identity γm(γn(x)) = Cm,nγmn(x) in any Q-algebra, with
Cm,n = (mn)!/(m!(n!)m). Since Cm,n ∈ Z [5, 3.1], taking x = ξ gives γm(a) ∈ Acris for
a = γn(ξ) and all m > 1, as required. �

Definition 9.1.4. The crystalline period ring Bcris for K is the GK-stable W(R)[1/p]-
subalgebra B+

cris[1/t] = Acris[1/t] inside of B+
dR[1/t] = BdR. (Since tp−1 ∈ pAcris, inverting t

makes p become a unit, which is why Acris[1/t] = B+
cris[1/t])

Observe that the definitions of B+
cris and Bcris (with their Frobenius and Galois structures)

only depend on the valued field CK and not on K, just like for B+
dR and BdR. (The action

of GK is encoded via functoriality in CK through its identification with the isometric au-
tomorphism group of CK .) The same holds for the embeddings of B+

cris and Bcris into BdR.

Since W(k) ⊆ W(R) ⊆ Acris, we have K0 = W(k)[1/p] ⊆ Bcris, so K0 ⊆ BGK
cris ⊆ BGK

dR = K.

We claim that BGK
cris = K0. This is immediate from the following non-obvious crucial fact.

Theorem 9.1.5. The natural GK-equivariant map K⊗K0Bcris → BdR is injective, and if we
give K ⊗K0 Bcris the subspace filtration then the induced map between the associated graded
algebras is an isomorphism.

Proof. Unfortuntately, the proof of injectivity in [21, §4.1.2–4.1.3] is incomplete when e(K) >
1 since the generator ξep of ker θ does not generate the kernel of the associated OK-algebra
map

OK ⊗W(k) W(R)→ OCK
.

To handle this, a proof can be given in the spirit of the construction of the map j :
Acris → B+

dR in (9.1.2) using delicate direct calculations resting on [19, Prop. 4.7]. The
computations are too tedious to be included here. As for the isomorphism property on
associated graded objects, since t ∈ Bcris and Acris map onto OCK

, we get the isomorphism
result since gr(BdR) = BHT has its graded components of dimension 1 over gr0(BdR) =
CK). �

Since BdR is a field, it follows from Theorem 9.1.5 that K ⊗K0 Frac(Bcris) → BdR is
injective. Hence, we likewise deduce that Frac(Bcris)

GK = K0. This proves part of:

Proposition 9.1.6. The domain Bcris is (Qp, GK)-regular.

Proof. It remains to show that if b ∈ Bcris is nonzero and Qpb is GK-stable then b ∈ B×
cris.

Since t ∈ B×
cris, if the nonzero b has exact filtration degree i in BdR then by replacing b with

t−ib we can arrange that b ∈ B+
dR and b is not in the maximal ideal. Let η : GK → Q×

p

be the abstract character on the line Qpb. Thus, the residue class b in CK spans a Qp-line
in CK with GK-action by η. This forces η to be continuous and hence Z×

p -valued, with

CK(η−1)GK 6= 0. By Theorem 2.2.7 we conclude that η(IK) is finite. But IK = GdKun, and

replacing K with K̂un does not affect the formation of Bcris, so again using Theorem 2.2.7
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(for the absence of transcendental invariants, applied over a finite extension of K̂un splitting

η), we deduce that the element b ∈ CK is algebraic over K̂un = W(k)[1/p] ⊆ B+
dR.

Such an element b in the residue field CK of the K̂un-algebra B+
dR uniquely lifts to an

element β ∈ B+
dR that is algebraic over K̂un by Hensel’s Lemma for the complete discrete

valuation ring B+
dR with residue characteristic 0, so b − β ∈ Fil1(B+

dR). The GK-action on
B+

dR restricted to β is given by the Q×
p -valued η due to the uniqueness of β as a lifting of

b that is algebraic over K̂un. Hence, b − β spans a GK-stable Qp-line in Fil1(BdR)+ with
character η if b − β 6= 0. If there is such a Qp-line then its nonzero elements live in some
exact filtration degree r > 1 and so passing to the quotient by the next filtered piece would
give a nonzero element in CK(r) on which GK acts through η. In other words, CK(χr · η)
has a nonzero GK-invariant element. But by Theorem 2.2.7 this forces χrη(IK) to be finite,
which is a contradiction since η(IK) is finite and r > 0. We conclude that b − β = 0, so

b = β is algebraic over K̂un.

Thus, L := K̂un
0 (b) ⊆ Bcris is a finite extension of K̂un

0 , and is maximal unramified subfield

L0 must be K̂un
0 . By applying Theorem 9.1.5 over the ground field L (in the role of K in that

theorem) we get that the map of rings L ⊗L0 Bcris → BdR is injective. Hence, the subring

L⊗L0L is a domain (as BdR is a domain), so L = L0 and therefore b ∈ L×
0 = K̂un

0

× ⊆ B×
cris. �

By the general formalism in §5, we have a functor Dcris : RepQp
(GK)→ VecK0 defined by

V  (Bcris ⊗Qp V )GK , and there is a natural descending exhaustive and separated filtration
on K ⊗K0 Dcris(V ) via its natural injection into DdR(V ) (using Theorem 9.1.5). By Exercise

7.4.10, we may conclude that Dcris is naturally valued in MFφK once we construct an injec-
tive GK-equivariant endomorphism of Bcris that extends the Frobenius automorphism φR of
W(R)[1/p]. We now prepare to construct such an endomorphism. (See Theorem 9.1.8.)

Fix p̃ ∈ R such that p̃(0) = p, so for ξ = [p̃]− p ∈ ker θ we have that Bcris = Acris[1/t] with
Acris defined to be the p-adic completion of A0

cris = W(R)[ξm/m!]m>1. We now examine how
φR on W(R)[1/p] acts on the subring A0

cris. The key point is:

Lemma 9.1.7. The W(R)-subalgebra A0
cris ⊆W(R)[1/p] is φR-stable.

Proof. We compute φR(ξ) = [p̃p]−p = [p̃]p−p = (ξ+ p)p−p = ξp+ pw for some w ∈W(R).
Thus,

φR(ξ) = p · (w + (p− 1)! · (ξp/p!)),
so φR(ξm) = pm(w + (p − 1)! · (ξp/p!))m for all m > 1. But pm/m! ∈ Zp for all m > 1, so
φR(ξm/m!) ∈ A0

cris for all m > 1. �

The endomorphism of A0
cris induced by φR on W(R)[1/p] extends uniquely to a continuous

endomorphism of the p-adic completion Acris, and hence an endomorphism φ of B+
cris =

Acris[1/p] that extends the Frobenius automorphism φR of the subring W(R)[1/p]. We claim
that for t ∈ Acris (inside of B+

dR) we have φ(t) = pt with p ∈ (B+
cris)

×, so φ uniquely extends
to an endomorphism of Bcris = B+

cris[1/t] = Bcris. Intuitively the reason that φ(t) = pt is
that t = log([ε]) and φR([ε]) = [εp] = [ε]p with log([ε]p) = p log([ε]) = pt, but this is merely
a plausibility argument and not a proof because (i) there is no Frobenius on the ring BdR in
which t was initially defined by a max-adic completion process, and (ii) φ on Acris was defined
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by passing to an abstract p-adic completion on A0
cris that was only embedded into B+

dR after
its construction (and only after this step was it shown that t lies in Acris, as opposed to
intrinsically constructing t in the abstract p-adic completion Acris).

To rigorously prove that φ(t) = pt, first recall that to prove t ∈ Acris we showed that the
summation

∑
n>1(−1)n+1([ε] − 1)n/n initially defining t in B+

dR actually made sense as a
convergent sum in the p-adic topology of Acris, with such a sum thereby defining the element
of Acris that “is” t via the embedding Acris →֒ B+

dR. Thus, we may use p-adic continuity to
compute

φ(t) =
∑

n>1

(−1)n+1 (φ([ε])− 1)n

n
=
∑

n>1

(−1)n+1 ([εp]− 1)

n

since φ on Acris extends the usual Frobenius map on W(R). Thus, φ(t) = log([εp]) after all,
and we have already seen below Example 4.5.3 that this is equal to pt. Rather more difficult
is the following fundamental fact:

Theorem 9.1.8. The Frobenius endomorphism φ : Acris → Acris is injective. In particular,
the induced Frobenius endomorphism of Bcris = Acris[1/t] is injective.

Proof. Unfortunately, the proof was omitted from [21]. We do not know of a published
reference. A proof will be included in the final version of these notes. �

We conclude that Dcris : RepQp
(GK) → VecK0 is naturally promoted to a functor valued

in MFφK , and we shall always view it as such. Beware that the Frobenius operator on Bcris

does not preserve the subspace filtration acquired via

Bcris →֒ K ⊗K0 Bcris →֒ BdR.

The basic reason for this incompatibility is that ker θ is not stable by the Frobenius. More
specifically, if we choose p̃ ∈ R such that p̃(0) = p then ξ = [p̃] − p is killed by θ whereas
φ(ξ) = [p̃p]− p is not (θ(φ(ξ)) = pp − p 6= 0), so ξ ∈ Fil1(Bcris) and φ(ξ) 6∈ Fil1(Bcris).

A p-adic representation ofGK is crystalline if it is Bcris-admissible, and the full subcategory
of these is denoted Repcris

Qp
(GK). By §5 and Proposition 9.1.6, this full subcategory is stable

under duality and tensor products. The same filtration arguments as used earlier for DdR

show that as an MFφK-valued functor, the faithful covariant functor Dcris on Repcris
Qp

(GK) is

exact and naturally commutes with the formation of tensor products and duals (in MFφK and
Repcris

Qp
(GK)).

Proposition 9.1.9. If V ∈ Repcris
Qp

(GK) then the natural map jV : K⊗K0Dcris(V )→ DdR(V )
in FilK is an isomorphism. In particular, crystalline representations are de Rham.

Moreover, the Bcris-linear Frobenius-compatible GK-equivariant crystalline comparison iso-
morphism

α : Bcris ⊗K0 Dcris(V ) ≃ Bcris ⊗Qp V

satisfies the property that αK is a filtered isomorphism.

Before we give the proof, we mention a nice application. Using the identifications

DdR(V ∨) = HomQp[GK ](V,BdR), K ⊗K0 Dcris(V
∨) = HomQp[GK ](V,K ⊗K0 Bcris),
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the isomorphism property for jV ∨ says that if V is a crystalline p-adic representation of
GK then every Qp[GK ]-linear map V → BdR lands in the K[GK ]-subalgebra K ⊗K0 Bcris.
Loosely speaking, the “de Rham periods” of a crystalline representation are the same as its
“crystalline periods” up to an extension of scalars by K0 → K.

Proof. The natural map jV is a subobject inclusion in FilK by definition of the filtration
structure on Dcris(V )K , so the problem is one of comparing K-dimensions. The crystalline
condition says dimK0 Dcris(V ) = dimQp(V ), and since dimK DdR(V ) 6 dimQp V we must have

equality, so V is de Rham. To verify that theK-linear inverse α−1
K is filtration-compatible too,

or in other words that the filtration-compatible αK is a filtered isomorphism, it is equivalent
to show that gr(αK) is an isomorphism. Since jV is an isomorphism and gr(K ⊗K0 Bcris) =
gr(BdR) = BHT by Theorem 9.1.5, the method of proof of Proposition 6.3.7 adapts to show
that gr(αK) is identified with the Hodge–Tate comparison isomorphism for V . �

Give Bcris the subspace filtration from K ⊗K0 Bcris ⊆ BdR; i.e., define

FiliBcris = Bcris ∩ FiliBdR.

Beware that (since there is no Frobenius on BdR) this is not φ-stable! We require a funda-
mental property of the filtration on Bcris.

Theorem 9.1.10. The space (Fil0Bcris)
φ=1 = {b ∈ Fil0(Bcris) |φ(b) = b} of φ-invariant

elements in the 0th filtered piece of Bcris is equal to Qp.

Proof. This is difficult; see [21, 5.3.7]. �

This theorem underlies the key to the full faithfulness properties for Dcris. The reason
for the importance of Theorem 9.1.10 is that it shows how to extract Qp out of Bcris using
only its “linear structures”: the GK-action, the Frobenius operator, and the filtration. To
see how useful this is, we finally come to the key point of the story: we can recover V from
Dcris(V ) when V is crystalline!

Indeed, consider the crystalline comparison isomorphism

(9.1.4) α : Bcris ⊗K0 Dcris(V ) ≃ Bcris ⊗Qp V

for V ∈ Repcris
Qp

(GK). We have seen that not only is α only Bcris-linear, GK-equivariant, and
Frobenius-compatible, but αK is a filtered isomorphism too. Hence, by intersecting with the
0th filtered parts after scalar extension to K we get a GK-equivariant K0-linear isomorphism

Fil0(Bcris ⊗K0 Dcris(V )) ≃ Fil0(Bcris)⊗Qp V

that is compatible with the Frobenius actions on both sides (within the ambient Bcris-modules
as in (9.1.4)). Passing to φ-fixed parts therefore gives a Qp[GK ]-linear isomorphism

(9.1.5) Fil0(Bcris ⊗K0 Dcris(V ))φ=1 ≃ V.

In other words, if we define the covariant functor

Vcris : MFφK → Qp[GK ]-mod

by D  Fil0(Bcris ⊗K0 D)φ=1 then V ≃ Vcris(Dcris(V )) for crystalline representations V of
GK . Hence, modulo the issue that Vcris(D) may not be finite-dimensional over Qp with
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continuous GK-action for arbitrary D in MFφK , the functor Vcris provides an inverse to Dcris

(or rather, Dcris restricted to Repcris
Qp

(GK))! Most importantly, we have almost shown:

Proposition 9.1.11. The exact tensor-functor Dcris : Repcris
Qp

(GK)→ MFφK is fully faithful,
with inverse on its essential image given by Vcris. The same holds for the contravariant D∗

cris

using the contravariant functor V ∗
cris(D) = HomFil,φ(D,Bcris).

Proof. The full faithfulness needs further discussion. Suppose that V and V ′ are crystalline p-
adic representations of GK and let D = Dcris(V ) and D′ = Dcris(V

′) in MFφK . If T : D′ → D

is a map in MFφK then via the crystalline comparison isomorphisms as in (9.1.4) for V
and V ′, the Bcris-linear extension 1 ⊗ T : Bcris ⊗K0 D

′ → Bcris ⊗K0 D of T is identified
with a Bcris-linear, GK- and Frobenius-compatible, and filtration-compatible isomorphism

T̃ : Bcris ⊗Qp V
′ ≃ Bcris ⊗Qp V .

Explicitly, T̃ = αcris(V ) ◦ T ◦αcris(V
′)−1. The map T̃ respects the formation of the φ-fixed

part in filtration degree 0, which is to say (by (9.1.5)) that this Bcris-linear isomorphism

must carry V ′ into V by a GK-equivariant map. Hence, T̃ is the Bcris-scalar extension
of some map V ′ → V in RepQp

(GK), so by functoriality of the crystalline comparison
isomorphism we see that this map V ′ → V between Galois representations induces the given
map T : Dcris(V

′) = D′ → D = Dcris(V ). This gives full faithfulness as desired. �

We conclude with a basic calculation.

Example 9.1.12. Let’s calculate D∗
cris(Qp(r)) = HomQp[GK ](Qp(r), Bcris). Given any Qp[GK ]-

linear map Qp(r) → Bcris, if we multiply it by t−r then we get a Qp[GK ]-linear map Qp →
Bcris. In other words, D = D∗

cris(Qp(r)) = BGK
cris · tr = K0t

r. This has Frobenius action
φ(ctr) = σ(c)(φt)r = prσ(c)tr, and the unique filtration jump for DK happens in degree r
(i.e., grr(DK) 6= 0). In other words, D∗

cris(Qp(r)) is the Tate twist (K0[0])〈r〉 in the sense of
Definition 8.3.1.

Let’s push this further and compute V ∗
cris(D

∗
cris(Qp(r))) = V ∗

cris((K0[0])〈r〉). This consists
of K0-linear maps T : K0 → Filr(Bcris) that satisfy φ(T (c)) = T (prσ(c)) for all c ∈ K0, or
in other words σ(c) · φ(T (1)) = prσ(c)T (1) for all c ∈ K0. This says φ(T (1)) = prT (1) with
T (1) ∈ Filr Bcris, and if we write T (1) = btr with b ∈ Fil0(Bcris) (as we may since t ∈ B×

cris)
then the condition on b is exactly b ∈ (Fil0Bcris)

φ=1 = Qp. Hence, V ∗
cris(D

∗
cris(Qp(r))) = Qpt

r

is the canonical copy of Qp(r) inside of Bcris. This illustrates in a special (but important!)
case of the general fact that V ∗

cris is “inverse” to D∗
cris restricted to crystalline representations.

The next step in the development of Dcris is to show that it takes values in the full sub-
category of weakly admissible filtered φ-modules over K. Rather than prove this result now,
we shall first digress to develop the theory of another (Qp, GK)-regular period ring Bst con-
taining Bcris whose associated theory of admissible representations (to be called semistable)
generalizes the theory of crystalline representations. The desired weak admissibility property
for Dcris(V ) with crystalline V will be a special case of a more general weak admissibility

property that we will prove for Dst(V ) = (Bst ⊗Qp V )GK ∈ MFφ,NK for semistable V .

9.2. Construction of Bst. The period ring Bst will be a canonical extension ring of Bcris

endowed with compatible Galois and Frobenius structures, as well as a filtration onK⊗K0Bst,
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but there will not be a canonical injective map Bst → BdR as Bcris-algebras with GK-action.
Instead, such a map will depend on a certain non-canonical choices, but the image of the
map will be independent of the choices. (Don’t forget: the map to this canonical image will
not be independent of the choices!).

To motivate what is to be done, we recall that crystalline representations are meant to
capture (among other things) the p-adic étale cohomology of smooth proper K-schemes X
with good reduction. But what is X has “bad reduction”? By the techniques of cohomo-
logical descent, coupled with deJong’s alterations theorem, it turns out that the worst case
(up to finite extension of K) is essentially that of “semistable reduction”. Loosely speaking,
this is the case in which X = XK where X is a proper flat OK-scheme whose special fiber
is reduced and has singularities that look étale-locally like transverse intersections of hyper-
planes in an affine space. The most basic example of such a singularity is the local equation
uv = q over OK with q a nonzero element of the maximal ideal of OK (so it has reduction
uv = 0). The primordial example in which this singularity arise is the regular proper model
for the (algebraization of the) Tate curve Eq = Gan

m /q
Z over K. Thus, before we proceed we

first consider this example.

Example 9.2.1. The p-adic Tate module representation Tp(Eq) has a Zp-basis given choices
of ε = (ζpn) ∈ R and q̃ ∈ R satisfying q̃(0) = q ∈ K×, and the GK-action relative to this
basis is (

χ ηeq
0 1

)

where g(q̃)/q̃ = εηeq(g) for a continuous 1-cocycle ηeq : GK → Zp relative to the χ-action. (This

formula for g(q̃)/q̃ rests crucially on the fact that q ∈ K×; if merely q ∈ K×
then the formula

is more complicated.)
To discover a copy of Vp(Eq) inside of B+

dR, we proceed as follows. The element t =
log([ε]) ∈ Bcris has GK-action via χ, just like the first basis vector of Tp(Eq) chosen above.
Since g(q̃) = εηeq(g)q̃, by applying Teichmüller lifts to this and imagining we can then take
logarithms, we see that to match the GK-action on the second basis vector of Tp(Eq) we
should define an element “log([q̃])” in B+

dR, as then the identities

g(t) = χ(g)t, g(log[q̃]) = ηeq(g)t+ log([q̃])

should hold. This would define a copy of Vp(Eq) inside of B+
dR.

The most optimistic idea for defining a period ring Bst ⊆ BdR containing the “periods” of
the p-adic étale cohomology of all smooth proper K-schemes X with semistable reduction is
that we should need all crystalline periods (i.e., Bcris ⊆ Bst) and the periods of the simplest
semistable singularities of all, namely the ones arising from Tate curves. By thinking in
terms of isogenies of Tate curves, it seems plausible that adjoining the periods of a single
Tate curve should then be enough to get everything. That is, Bst should be generated over
Bcris the hypothetical element log([q̃]) as in Example 9.2.1 for a single q. This will turn out
to work!

Concretely, if we choose q̃ ∈ mR−{0} such that q := q̃(0) ∈ OK (rather than just q ∈ OCK

or q ∈ OK) then 0 < |q| < 1 and Bst will be identified with Bcris[X] where GK acts as usual
on Bcris and by the formula g(X) = X + log([εeq(g)]) on X, where εeq(g) = g(q̃)/q̃ ∈ R× is
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a compatible sequence of (possibly non-primitive) pnth roots of unity (so log([εeq(g)]) lies in
the canonical Zp(1) in Acris).

We prefer to first give an abstract construction of Bst unrelated to BdR and to then relate
it more concretely to BdR by means of various choices.

Now fix a choice of q in the maximal ideal of OK and pick q̃ ∈ mR−{0} such that q̃(0) = q.
Since θ([q̃]) = q̃(0) = q 6= 1, so [q̃] is not a 1-unit in B+

dR (in contrast with [ε]), to make
sense of log([q̃]) in B+

dR we need to generalize the B+
dR-valued logarithms as constructed in

the discussion following Exercise 4.5.3. We will now use the p-adic topology of Acris (which
has no good analogue on B+

dR) to carry this out.

Lemma 9.2.2. For x ∈ 1 + mR, if n≫ 0 then the element

([x]− 1)n

n
∈W(R)[1/p] ⊆ Acris[1/p] = B+

cris

lies in Acris, and it tends to 0 for the p-adic topology of Acris as n → ∞. In particular, the
infinite sum

logcris([x]) =
∑

n>1

(−1)n+1 · ([x]− 1)n

n
∈ B+

cris

makes sense for all x ∈ 1 + mR.
Moreover, x 7→ logcris([x]) is GK-equivariant homomorphism and

φ(logcris([x])) = logcris([x
p]) = p logcris([x])

for all x ∈ 1 + mR.

Proof. Since θ([x] − 1) = x(0) − 1 ∈ mOCK
, for some N ≫ 0 we have θ(([x] − 1)N) =

(x(0) − 1)N ∈ pOCK
. But θ : W(R)→ OCK

is surjective with kernel generated by some ξ, so
([x] − 1)N = pw1 + ξw2 with w1, w2 ∈ W(R). Both elements p and ξ in Acris admit divided
powers in Acris (since pn/n! ∈ Zp for all n > 1), so ([x]− 1)Nj/j! ∈ Acris for all j > 0.

Now consider ([x]− 1)n/n for n > 1. Writing n = Nqn + rn with 0 6 rn < N ,

([x]− 1)n

n
=
qn!

n
· ([x]− 1)rn · ([x]− 1)Nqn

qn!

with the final factor in Acris. Hence, for the membership in Acris (for sufficiently large n) and
the p-adic convergence to 0 as n → ∞ we just need that qn!/n → 0 in Qp as n → ∞. But
for any j > 1 we have

j

p− 1
> ordp(j!) >

j − 1

p− 1
− logp(j)

where we use base-p logarithm, so ordp(qn!) grows at linear rate in n (since qn = ⌊n/N⌋)
whereas ordp(n) 6 logp(n). This gives the required decay toward 0.

The GK-equivariance, homomorphism property, and Frobenius-compatibility for x 7→
logcris([x]) are deduced by passage to the limit on finite sum approximations (due to how the
Frobenius on B+

cris = Acris[1/p] was defined). �

Define the GK-equivariant “logarithm” homorphism

λ : R× = k
× × (1 + mR)→ B+

cris



138 OLIVIER BRINON AND BRIAN CONRAD

by requiring it to be trivial on k
×

(inspired by the case of finite k, since B+
cris is torsion-free as

a Z-module) and to be x 7→ logcris([x]) on 1-units. From the definitions, φ(λ(r)) = λ(rp) =
pλ(r) for all r ∈ R×. Since B+

cris is a Q-algebra, λ induces a canonical GK-equivariant
Q-algebra map

SymQ(R×)→ B+
cris

where SymQ(Γ) for an abelian group Γ means the symmetric algebra SymQ(ΓQ) on the
associated Q-vector space ΓQ = Q⊗Z Γ.

Consider the GK-equivariant exact sequence of abelian groups

(9.2.1) 1→ R× → Frac(R)×
vR→ Q→ 1;

this is an analogue of 1 → O
×
K
→ K

× → Q → 1. This exact sequence implies that

SymQ(Frac(R)×) is a 1-variable polynomial ring over SymQ(R×), where the choice of variable
rests on a choice of y ∈ Frac(R)× with vR(y) 6= 0 (e.g., y ∈ mR − {0}). Indeed, if we apply
Q⊗Z(·) to (9.2.1) then we get a short exact sequence of Q-vector spaces, and rather generally
if

0→ W ′ → W →W ′′ → 0

is a short exact sequence of vector spaces over a field then the symmetric algebra Sym(W )
is a polynomial ring over Sym(W ′) in variables given by a lift to W of a basis of W ′′ (since
symmetric algebras of vector spaces are polynomial algebras in a basis).

Definition 9.2.3. As a Bcris-algebra with GK-action,

B+
st := SymQ(Frac(R)×)⊗SymQ(R×) B

+
cris

and the canonical GK-equivariant homomorphism Frac(R)× → B+
st via h 7→ h⊗1 is denoted

λ+
st. Define Bst = B+

st [1/t] with its evident GK-action.
Non-canonically, B+

st ≃ B+
cris[X] and Bst ≃ Bcris[X] upon choosing y ∈ Frac(R)× with

y 6∈ R× (and setting X = λ+
st(y)).

Remark 9.2.4. The pair (B+
st , λ

+
st) is an initial object in the category of pairs (S, λS) consisting

of a B+
cris-algebra S equipped with a GK-equivariant homomorphism λS : Frac(R)× → S

extending λ.
It is natural to wonder if there is ring Ast analogous to Acris that is an integral counterpart

to Bst (in the sense that p is not a unit in Ast and Ast[1/t] = Bst). In work on comparison
theorems for p-adic cohomology one needs integral versions of Bst, but we will not address
the issue here.

Roughly speaking, B+
st is obtained from B+

cris by universally adjoining log y for elements
of Frac(R)× not in R×. As with the de Rham and crystalline period rings, the rings B+

st

and Bst (equipped with their Frobenius and Galois structures, as well as their Bcris-algebra
structure) only depend on CK and not on K.

Since φ on B+
cris satisfies φ(t) = pt and φ(λ(x)) = pλ(x) for x ∈ R×, we canonically extend

the injective Frobenius φ on B+
cris to a (visibly injective) Frobenius φ on B+

st and Bst via
the requirement φ(λ+

st(x)) = pλ+
st(x) for all x ∈ Frac(R)×. (In terms of the non-canonical

presentations B+
cris[X] and Bcris[X] for B+

st and Bst, this amounts to the single condition
φ(X) = pX.)
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The ring Bst admits an additional crucial structure, a monodromy operator N whose
interaction with φ satisfies Nφ = pφN . We now construct this N . Loosely speaking, the
idea is to define N = d/dX on B+

st = B+
cris[X], but to proceed canonically we need to

formulate the definition in a slightly different manner.
Observe that for a choice of y0 ∈ mR − {0} with v0 := vR(y0) ∈ Q×

>0, λ
+
st(y0)λ(R×) is

the set of λ+
st(y)’s for y ∈ v−1

R (v0). Thus, if we set X = λ+
st(y0) to identify B+

st with B+
cris[X]

then changing y0 to y0u for u ∈ R× changes X to X + λ(u) with λ(u) ∈ (B+
cris)

×. Hence,
the operator d/dX on B+

st = B+
cris[X] is invariant under replacing y0 with y0u and so only

depends on v0 = vR(y0) rather than on y0. We define

N := v0 · d/dX
(which we will soon see is independent of v0, so v0 = 1 is useful for doing computations).

This operator N is a B+
cris-linear derivation of B+

st = B+
cris[X] with kernel B+

cris. We uniquely
extend N to a Bcris-linear derivaton of Bst = B+

st [1/t] = Bcris[X] that is also denoted by N ,
and BN=0

st = Bcris. The identity Nφ = pφN holds because we can check it on X = λ+
st(y0)

(using that φ(λ+
st(y0)) = pλ+

st(y0)). Similarly, we see that N on Bst is GK-equivariant and
only depends on CK rather than on K.

Remark 9.2.5. If we change v0 to v′0 = cv0 for c = m/n ∈ Q×
>0 (with m,n ∈ Z+) then

correspondingly the element y0 ∈ mR−{0} can be replaced with any y′0 ∈ mR−{0} satisfying
y′n0 = ym0 u for some u ∈ R×. Choose such a y′0. Clearly nλ+

st(y
′
0) = mλ+

st(y0) + λ(u), so
X = λ+

st(y0) is replaced with X ′ = cX + λ(u)/n, where λ(u)/n ∈ (B+
cris)

× (since u ∈ R×).
Thus, v′0 · d/dX ′ = cv0 · d/d(cX) = v0d/dX, so N is independent of v0!

Another point of view that may be used is that to each q̃ ∈ mR−{0} there is associated a
Bcris-linear derivation Neq = d/dXeq for Xeq = λ+

st(q̃), and N := vR(q̃) ·Neq is independent of q̃.

To define a filtration on K⊗K0 Bst extending the one on K⊗K0 Bcris, we seek to construct
a GK-equivariant Bcris-algebra embedding Bst → BdR carrying B+

st into B+
dR. The image of

such a map will be canonical but the actual map will depend on a choice of GK-equivariant
homomorphism

logK : K
× → K

extending the usual log on 1-units and equal to the trivial map on Teichmüller lifts k
×
. We

write log : O
×
K
→ K

×
to denote the canonical log map on units that kills k

×
and is the usual

logarithm on 1-units. This latter canonical logarithm map is GK-equivariant.

To construct such a map logK on K
×
, pick any q ∈ mK − {0} and any c ∈ K for which

we want to define logK(q) = c.

Lemma 9.2.6. There is a unique homomorphism logK : K
× → K extending log on O

×
K

and

satisfying logK(q) = c. It is also GK-equivariant, and if log′
K

corresponds to the condition

logK(q) = c′ ∈ K then log′
K(x) − logK(x) = (ordp(x)/ ordp(q))(c

′ − c) ∈ K for all x ∈ K×
.

In particular, if c, c′ ∈ K0 then the associated logarithms have difference valued in K0.

The standard convention is to take q = p (and Iwasawa’s convention is to also take c = 0).

Proof. Once uniqueness and existence are proved then GK-equivariance follows, as q, c ∈
K are fixed by GK and log on units is GK-equivariant. For a general x ∈ K

×
we have
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ordp(x) = (m/n) ordp(q) for some m,n ∈ Z with n 6= 0, so xn/qm ∈ O
×

K
. We therefore know

what log(xn/qm) means, and so if logK is to be homomorphism extending log and satisfying
logK(q) = c then the only choice is to define

logK(x) =
log(xn/qm) +mc

n
.

This proves uniqueness, and also exhibits the desired variation under change in c, but we
have to show this formula actually works.

If we scale m and n by a common nonzero integer then proposed formula does not change,
so it is a well-posed definition (i.e., it only depends on m and n through the ratio m/n).

To check the homomorphism property we simply observe that if x′ ∈ K×
with ordp(x

′) =
(m′/n′) ordp(q) then

ordp(xx
′) = (m/n +m′/n′) ordp(q) = ((mn′ +m′n)/(nn′)) ordp(q).

From this the homomorphism property is a simple calculation. �

To define a GK-equivariant B+
cris-algebra map B+

st → B+
dR, we need to construct a GK-

equivariant homomorphism Frac(R)× → B+
dR whose restriction to R× is the GK-equivariant

homomorphism λcris : x 7→ logcris([x]) ∈ Acris from Lemma 9.2.2. The construction of such a
homomorphism uses two ingredients.

First, the GK-equivariant multiplicative Teichmüller map R − {0} → (B+
dR)× defined

by r 7→ [r] uniquely extends to a multiplicative map Frac(R)× → (B+
dR)× that we denote

y 7→ [y]. We similarly define Frac(R)× → C×
K extending the map R − {0} → OCK

− {0}
defined by y 7→ y(0) (and we denote the extended map with the same notation). Both of
these extended homomorphisms are GK-equivariant.

Second, each coset in Frac(R)×/R× is represented by some y ∈ Frac(R)× such that y(0) ∈
K

×
, and even y(0) ∈ Q

×

p (to make later considerations depend only on CK and not on K

or K). Using the canonical embedding K →֒ B+
dR we can therefore make sense of the ratio

[y]/y(0) ∈ (B+
dR)× for all y ∈ Frac(R)× such that y(0) ∈ K×

, and this has reduction in C×
K

that is equal to 1.
In other words, [y]/y(0) is a 1-unit in the complete discrete valuation ring B+

dR for all

y ∈ Frac(R)× such that y(0) ∈ K×
, so the usual B+

dR-valued logarithm logdR on 1-units of
B+

dR makes sense to evaluate on [y]/y(0). Hence,

λ(y) := logdR([y]/y(0)) + logK(y(0)) ∈ B+
dR

makes sense for the group of all y ∈ Frac(R)× such that y(0) ∈ K×
, or even just y(0) ∈ Q

×

p

(which is sufficient for our needs and avoids dependence on K), and λ is a GK-equivariant
homomorphism. In order that this λ “work” to extend λcris to Frac(R)×, it remains to check
the consistency with λcris on R×:

Lemma 9.2.7. If y ∈ R× and y(0) ∈ O
×

K
then logcris([y]) = logdR([y]/y(0)) + logK(y(0)).

Proof. By using the decomposition of y into a product of a Teichmüller lift and a 1-unit in

R×, it suffices to separately treat the case y ∈ k× and y ∈ 1+mR. In the first case y(0) = [y],
so logcris([y]) = 0 = logK(y(0)) by definition for such y and [y]/y(0) = 1, yielding the desired
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equality. In the second case logcris([y]) is defined using the procedure of Lemma 9.2.2, and
we need to prove

(9.2.2) logdR([y]/y(0)) = logcris([y])− logK(y(0))

for y ∈ 1 + mR such that the 1-unit y(0) ∈ O
×
CK

is algebraic over K.

Both sides of (9.2.2) convert products in y into sums, so since the identity takes place
in a torsion-free abelian group it suffices to check the result after replacing y with yN for
sufficiently large N . Hence, we can assume y(0) ∈ 1 + pOK , so y(0) ∈ 1 + pOK ′ for some
finite extension K ′/K. Hence, logK(y(0)) =

∑
n>1(−1)n+1(y(0) − 1)n/n in K ′ as a p-adically

convergent sum, the tail of which takes place in the W(k′)-finite OK ′ and so can be viewed
as a p-adically convergent sum in OK ′ ⊗W(k′) Acris ⊆ K ′ ⊗K ′

0
B+

cris ⊆ B+
dR (with k′/k the

residue field of K ′). By construction logcris([y]) =
∑

n>1(−1)n+1([y]− 1)n/n in Acris[1/p] as
a p-adically convergent sum, the tail of which takes place in Acris.

Since − logK(y(0)) = logK((1/y)(0)), a p-adic approximation argument with finite sums
gives that in (OK ′ ⊗W(k′) Acris)[1/p] we have

logcris([y])− logK(y(0)) =
∑

n>1

(−1)n+1 · ([y](1/y)
(0) − 1)n

n
,

where this sum formed in (OK ′ ⊗W(k′) Acris)[1/p] has tail whose terms lie in OK ′ ⊗W(k′) Acris

and is p-adically convergent in here. In B+
dR we have

logdR([y]/y(0)) =
∑

n>1

(−1)n+1 ([y]/y(0) − 1)n

n
=
∑

n>1

(−1)n+1 ([y](1/y)(0) − 1)n

n

relative to the discretely-valued topology of B+
dR.

We may and do rename K ′ as K. Consider u ∈ OK ⊗W(k) W(R) satisfying u ≡ 1 mod p

and θ̃(u) = 1 (with θ̃ : OK ⊗W(k) W(R)→ OCK
induced by the usual W(k)-algebra map θ);

a basic example is u = (1/y)(0) ⊗ [y] for y as above. It suffices to prove that for any such u,
the convergent sum ∑

n>1

(−1)n+1(u− 1)n/n

formed in the p-adic topology of OK ⊗W(k) W(R) has image in B+
dR that is equal to the

“same” sum formed relative to the discretely-valued topology of B+
dR. Equivalently, if v ∈

OK ⊗W(k) W(R) satisfies θ̃(v) = 0 then we claim that the p-adically convergent sum
∑

n>1

(−1)n+1(pn/n)vn ∈ OK ⊗W(k) W(R)

has image in B+
dR that is the “same” sum formed relative to the discretely-valued topology

of B+
dR.

In other words, for any i > 1 we claim that if N is sufficiently large (depending on i)
then the p-adic tail

∑
n>N(−1)n+1(pn/n)vn in OK ⊗W(k) W(R) has image in B+

dR that lies in

Fili(B+
dR). Provided that N > i, this image lies in viB+

dR ⊆ Fili(B+
dR) since v ∈ Fil1(B+

dR)
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(because θ̃(v) = 0 and the K-algebra map B+
dR ։ CK is a K-algebra map due to how we

defined the K-algebra structure on B+
dR using Hensel’s Lemma). �

Example 9.2.8. Choose a unit u ∈ O
×
K that is not a root of unity, and pick a sequence of

p-power compatible roots of u, which is to say u ∈ R× with u(0) = u. We get the element
logcris([u]) ∈ B+

cris, and thanks to the formula log([εa]) = at for all a ∈ Zp (as we rigorously
proved after Exercise 4.5.3) we can compute that for g ∈ GK ,

g(logcris([u])) = logcris(g([u])) = logcris([g(u)/u]) + logcris([u]) = ηu(g)t+ logcris([u])

where g(u)/u = εηu(g) for the 1-cocycle ηu : GK → Zp *relative to the χ-action on Zp)
arising from the GK-action on the chosen p-power roots of u (as in computations of p-power
Kummer theory!).

We claim that the elements t = log([ε]) and logcris([u]) in Bcris are Qp-linearly independent.
Indeed, if logcris([u]) = at for some a ∈ Qp then we would have g(at) = ηu(g)t + at, so
a(χ(g) − 1) = ηu(g). This would force the chosen system of compatible p-power roots of u
to all lie in the cyclotomic extension K(µp∞) that is abelian over K, so all p-power roots of
u would lie in this abelian extension. Since u was assumed to not be a root of unity, this is
impossible by Exercise 9.4.2 below.

The Qp-linear independence ensures that t and logcris([u]) span a 2-dimension subspace
Vu ⊆ Bcris on which the GK-action is given by the matrix form

(
χ ηu
0 1

)
.

This is exactly the extension class in H1(GK ,Qp(1)) arising from u, and its isomorphism
class as an abstract Qp[GK ]-module only depends on u.

In addition to the Qp[GK ]-linear injection of Vu into Bcris that we have just constructed,
there is a nonzero element of HomQp[GK ](Vu, Bcris) = D∗

cris(Vu) with a 1-dimensional kernel,
namely the projection of Vu into its quotient Qp that in turn naturally sits inside of Bcris.
Hence, we have constructed two elements of D∗

cris(Vu) that are visibly linearly independent
over K0. The general inequality dimK0 D

∗
cris(Vu) 6 2 is therefore an equality, so such Vu are

crystalline.

Example 9.2.9. We can now interpret Example 9.2.1 in terms of Bst, somewhat extending
the theme of Example 9.2.8, as follows. Choose q̃ ∈ mR − {0} with q := q̃(0) ∈ OK (so
0 < |q| < 1). We get an isomorphism B+

st ≃ B+
cris[X] with X = λ+

st(q̃), and the B+
cris-algebra

map B+
st → B+

dR carries X to the element log([q̃]) := logdR([q̃]/q) + logK(q) ∈ B+
dR whose

image in the residue field CK is logK(q) (which might vanish). Note that this definition of
log([q̃]) as we vary q̃ is a GK-equivariant multiplicative map on the set of elements [q̃] with
q̃(0) ∈ mK − {0}.

Choose a Zp-basis ε of Zp(1), so (using that q ∈ K×) we have g(q̃) = q̃εηeq(g) for a unique
ηeq(g) ∈ Zp. Letting t = log([ε]), the GK-action is given on X by g(X) = X + ηeq(g)t because
in B+

dR we have (by GK-equivariance of logdR)

g(log([q̃])) = log([g(q̃)]) = log([q̃][εηeq(g)]) = log([q̃]) + log([εηeq(g)])
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and (as we saw after Exercise 4.5.3) log([εa]) = a log([ε]) for all a ∈ Zp. Hence, Example
9.2.1 is now rigorously completed: for the Tate curve Eq we have explicitly realized the
2-dimensional p-adic representation Vp(Eq) inside of Bst. Moreover, the same linear inde-
pendent argument as in Example 9.2.8 shows that D∗

st(Vp(Eq)) is at least 2-dimensional. In
Proposition 9.2.11 we will show that Bst is (Qp, GK)-regular, whence by the formalism of §5
it follows that D∗

st(Vp(Eq)) is exactly 2-dimensional and thus Vp(Eq) is Bst-admissible (i.e.,
Vp(Eq) is a “semistable” representation).

Now we are ready to impose a filtration on K⊗K0 Bst, depending on a choice of logK , and
to make this work out nicely we impose the requirement

logK(p) ∈ K0.

The reason for this condition is that if we change the choice of logK(p) ∈ K0 then by
Lemma 9.2.6 the image of log([q̃]) changes in B+

dR by additive translation by some element
of K0 ⊆ B+

cris. Hence, the B+
cris-subalgebra image of B+

st in B+
dR is independent of the choice

of logK(p) ∈ K0, so we have a canonical image for the map B+
st → B+

dR (and likewise after
inverting t) even though the actual map is not canonical.

Theorem 9.2.10. Choosing logK(p) ∈ K0, the resulting GK-equivariant K⊗K0B
+
cris-algebra

map K ⊗K0 B
+
st → B+

dR is injective. In particular, K ⊗K0 Bst injects into BdR as a K[GK ]-

algebra, so the inclusion K0 ⊆ BGK
st is an equality.

Proof. We just sketch the idea, giving a reference for the details. Upon choosing q̃ ∈ mR −
{0} with q := q̃(0) ∈ OK , the problem is to prove that X := logdR([q̃]/q) + logK(q) is
transcendental over Frac(B+

cris) = Frac(Bcris) inside of BdR. It suffices to treat a single choice
of q̃, and to show that logdR([q̃]/q) is transcendental over Frac(Bcris) (since logK(q) ∈ K).
We choose q = p, so ξ = [p̃]− p generates ker θ ⊆W(R) and

logdR([π]/p) =
∑

n>1

(−1)n+1 · ξ
n

npn

in the discrete valuation topology of B+
dR (with ξ lying in the maximal ideal). It must be

shown that this element of BdR is not algebraic over Frac(Bcris). The proof of this is given
in [21, §4.3.2–§4.3.3].

The key to the proof of such non-algebraicity is to show that this sum does not lie in
Frac(Bcris), which rests on a delicate analysis of p-adic series and especially on proving that
the (non-noetherian) subring of B+

dR consisting of sums
∑

n>0wn(ξ/p)
n with wn ∈W(R) is p-

adically separated. Once this is shown, if logdR([π]/p) is not transcendental over Frac(Bcris)
then its minimal polynomial has degree d > 2 and then applying the GK-action to this

minimal polynomial it follows from the equality B
GK0

dR = K0 ⊆ Bcris and the condition d > 2
that one gets a contradiction. �

Theorem 9.2.10 gives an exhaustive and separated filtration to K ⊗K0 Bst via a Bcris-
algebra injection in BdR, but this injection rests on a choice of logK(p) ∈ K0, and so likewise
the filtration on Dst(V )K depends on this choice. We will now use Iwasawa’s convention
logK(p) = 0 to eliminate non-canonicity in the filtration structure. Moreover, with this
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choice the embedding of Bst into BdR is not only intrinsic but depends only on CK rather
than on K.

Proposition 9.2.11. The ring Bst is (Qp, GK)-regular.

Proof. It remains to prove that if b ∈ Bst is nonzero and Qpb is GK-stable then b ∈ B×
st . It

is harmless for this purpose to replace K with K̂un, which is to say that k is algebraically
closed. We shall use the concrete description Bst = Bcris[X] with g(X) = X + η(g)t where
t = log([ε]) is a fixed choice and the continuous η : GK → Zp is defined by g(π) = πεη(g) for
a fixed π ∈ R such that π(0) = p. Let ψ : GK → Q×

p be the character on the line Qpb in
Bst = Bcris[X]. We may write b = b0 + · · ·+ brX

r with bi ∈ Bcris and br 6= 0. Our goal is to
show r = 0, as then b = b0 spans a GK-stable Qp-line in Bcris, whence b ∈ B×

cris = B×
st due to

the known (Qp, GK)-regularity of Bcris.
Consider the identity

ψ(g)b = g(b) = g(b0) + g(b1)(X + η(g)t) + · · ·+ g(br)(X + η(g)t)r

in Bst for g ∈ GK . Comparing top-degree terms in X gives ψ(g)br = g(br), so br spans a
GK-stable Qp-line in Bcris. The character ψ is continuous, by the same trick with tZ-scaling
and projection into CK as in the proof of (Qp, GK)-regularity of Bcris in Proposition 9.1.6.
Hence, ψ is a continuous character that appears in Bcris, so it is a crystalline character of
GK . As such ψ is Hodge–Tate, so it has some Hodge–Tate weight n ∈ Z. Thus, χ−nψ is
a crystalline character with Hodge–Tate weight 0. The proof of Proposition 8.3.4 relied on
properties of Bcris and Dcris that have been established in the preceding developments, and
so its conclusion may be applied: χ−nψ is a Tate twist of an unramified character of GK .
But GK = IK since now k is algebraically closed, and so the vanishing of the Hodge–Tate
weight means that there is no Tate twist at all: χ−nψ = 1.

We may now replace b with t−nb (as t ∈ B×
cris) to reduce to the case n = 0, so ψ = 1. In

particular, g(br) = ψ(g)br = br for all g ∈ GK , so br ∈ (B×
cris)

GK = K×
0 . Assuming r > 0,

we seek a contradiction. Consideration of terms in X-degree r − 1 in our formula for ψ(g)b
gives

br−1 = ψ(g)br−1 = g(br−1) + g(br)rη(g)t = g(br−1) + brrη(g)t.

Thus, g(br−1)− br−1 = −rbrη(g)t with c := −rbr ∈ K×
0 and any g ∈ GK . Hence,

g(br−1/c)− br−1/c = η(g)t = g(X)−X,
so X − br−1/c ∈ BGK

st = K0 ⊆ Bcris. But br−1 ∈ Bcris and X 6∈ Bcris, so we have a
contradiction. �

We may now apply the formalism of §5 to the functor Dst : RepQp
(GK)→ VecK0 defined

by
Dst(V ) = (Bst ⊗Qp V )GK ,

so dimK0 Dst(V ) 6 dimQp(V ) for all V and equality holds precisely when V is Bst-admissible.
A semistable p-adic representation of GK is one that is Bst-admissible; the full subcategory
of these is denoted Repst

Qp
(GK). By using the additional structures on Bst (including the

subspace filtration on K ⊗K0 Bst from BdR via Theorem 9.2.10), we see that Dst is naturally

valued in MFφ,NK .
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Much like in our analysis of Dcris, we also see that the faithful functor

Dst : Repst
Qp

(GK)→ MFφ,NK

is an exact functor compatible with tensor products and duals (endowed with their natural
filtrations). Likewise, the Bst-linearGK-equivariant Frobenius-compatible and N -compatible
semistable comparison isomorphism

α : Bst ⊗K0 Dst(V ) ≃ Bst ⊗Qp V

is seen to be an isomorphism with respect to the filtration structures after scalar extension
to K (i.e., αK and α−1

K are filtration-compatible).

Lemma 9.2.12. Crystalline representations are semistable, and Dcris(V ) = Dst(V ) in MFφ,NK
for all V . If V is semistable and Dst(V ) has vanishing monodromy operator then V is crys-
talline.

Proof. Since BN=0
st = Bcris, we see that Dst(V )N=0 = Dcris(V ) in MFφK for every V ∈

RepQp
(GK). In particular, if V is crystalline then for dimension reasons the K0-linear inclu-

sion Dcris(V ) ⊆ Dst(V ) is an isomorphism in MFφ,NK . Thus, crystalline representations are
semistable.

If V is semistable but Dst(V ) has vanishing monodromy operator then Dcris(V ) = Dst(V )
and this has K0-dimension dimQp(V ), so V is crystalline. �

It follows from this lemma that by working in the generality of semistable representations
we can keep track of crystalline objects simply by observing whether or not N vanishes.

Lemma 9.2.13. Semistable representations are de Rham, and if V is semistable then the
natural injective map K ⊗K0 Dst(V )→ DdR(V ) is an isomorphism in FilK .

Proof. If V is semistable then the natural injective map K⊗K0Dst(V )→ DdR(V ) has source
with K-dimension dimQp(V ) that is an upper bound on the K-dimension of the target, so it
is a K-linear isomorphism. In particular, V is de Rham. By the definition of the filtration
structure on K ⊗K0 Bst), this natural injective map is always a subobject inclusion in FilK ,
so when it is an isomorphism as K-vector spaces it must be an isomorphism in FilK . �

To summarize:

crystalline⇒ semistable⇒ de Rham⇒ Hodge-Tate.

As with crystalline representations in Proposition 9.1.11, there is a full faithfulness result for
Dst on semistable representations and we can write down an inverse functor on the essential
image of Dst on semistable representations, as follows. The equality Fil0(Bst)

N=0,φ=1 =
Fil0(Bcris)

φ=1 = Qp implies that functor

Vst : MFφ,NK → Qp[GK ]-mod

defined by

Vst(D) = Fil0(Bst ⊗K0 D)N=0,φ=1(9.2.3)

:= ker(δ(D) : (Bst ⊗K0 D)N=0,φ=1 → (BdR ⊗K DK)/Fil0(BdR ⊗K DK))(9.2.4)
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provides an inverse to the functor Dst on semistable representations: there is a natural
Qp[GK ]-linear isomorphism V ≃ Vst(Dst(V )) for all V ∈ Repst

Qp
(GK). (If we use the con-

travariant functor D∗
st(V ) = HomQp[GK ](V,Bst) then the inverse is given by the contravariant

functor V ∗
st(D) = HomFil,φ,N(D,Bst).) In particular, as in the crystalline case in Proposition

9.1.11, we deduce via the comparison isomorphism:

Proposition 9.2.14. The functor Dst : Repst
Qp

(GK) → MFφ,NK is fully faithful, with quasi-
inverse on its essential image given by Vst.

Note also that if D ∈ MFφ,NK with ND = 0 (i.e., M ∈ MFφK) then Vst(D) = Vcris(D)
because BN=0

st = Bcris.

9.3. Finer properties of crystalline and semistable representations. Now that we
have constructed Bcris and Bst and worked out some basic properties of their respective as-
sociated functors Dcris and Dst (especially full faithfulness from Repcris

Qp
(GK) and Repst

Qp
(GK)

into the respective target categories), we want to address some deeper properties. The most
important property concerns an intrinsic characterization of the essential images of these
fully faithful functors.

We first dispose of a more elementary fact: insensitivity to inertial restriction. Unlike
the de Rham case (see Proposition 6.3.8), if K ′/K is a finite ramified extension it is not
true that V ∈ RepQp

(GK) is crystalline (resp. semistable) if its GK ′-restriction is so. This

was already apparent in Proposition 8.3.4 (which rests on properties of Dcris that have now
been established), where we found that a 1-dimensional crystalline representation is exactly
a Tate twist of an unramified character; this leaves no room for twisting by a finite-order
ramified character without ruining the crystalline property.

Likewise, if K ′/K is a finite ramified Galois extension then the induction IndGK
GK′

(Qp) =

Qp[Gal(K ′/K)] has trivial GK ′-action (so it is crystalline as a GK ′-representation) but
has ramified GK-action and hence is non-crystalline by Corollary 9.3.2 below. Thus, to
prove good behavior for the crystalline property with respect to the restriction functor
RepQp

(GK) → RepQp
(GK ′) we must restrict our attention to the case when K ′/K satis-

fies e(K ′/K) = 1. In other words, the essential case is K ′ = K̂un (which is to say, inertial
restriction):

Proposition 9.3.1. Let K ′ = K̂un. The natural map K ′
0 ⊗K0 Dst,K(V ) → Dst,K ′(V ) in

MFφ,NK ′ is an isomorphism for all V ∈ RepQp
(GK), and likewise for the functor Dcris,K ′ that

is valued in MFφK ′. In particular, V is semistable as a GK-representation if and only if it is
semistable as a representation of GK ′ = IK, and likewise for the crystalline property.

Proof. The crystalline case will follow from the semistable case since Dcris(V ) = Dst(V )N=0

for all V ∈ RepQp
(GK). The map K ′

0 ⊗K0 Dst,K(V ) → Dst,K ′(V ) is visibly a morphism in

MFφ,NK ′ , so it suffices to show that its scalar extension to K ′ is an isomorphism in FilK ′. This
goes via completed unramified descent as in the proof of Proposition 6.3.8. �

Corollary 9.3.2. If ρ : GK → GL(V ) is a p-adic representation with open kernel then ρ is
semistable if and only if it is crystalline if and only if it is unramified.
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Also, a continuous character η : GK → Q×
p if semistable if and only if it is crystalline if

and only if it is a Tate twist of an unramified character.

Proof. By Proposition 9.3.1, we may replace K with K̂un so that k is algebraically closed.
The problem for the first part of the corollary is then to show that if ρ is semistable with
ker ρ open in GK then ρ is a trivial action on V . Let L/K be the finite Galois extension
corresponding to ker ρ, so V is a representation space for Gal(L/K) and it is semistable as
a GK-representation space. Our goal is to prove that V Gal(L/K) = V .

Since k is algebraically closed we have L0 = K0. Hence, BGL
st = L0 = K0, so

Dst,K(V ) = (Dst,L(V ))Gal(L/K) = (BGL
st ⊗Qp V )Gal(L/K) = (K0 ⊗Qp V )Gal(L/K)

= K0 ⊗Qp V
Gal(L/K).

But dimK0 Dst,K(V ) = dimQp V by semistability of V as a GK-representation, whence

dimQp V
Gal(L/K) = dimQp V by K0-dimension reasons. This gives V = V Gal(L/K) as desired.

For the claim concerning semistable characters η, since semistable representations are
Hodge–Tate there is a Hodge–Tate weight n ∈ Z for η. It is harmless to twist by the
crystalline (hence semistable) representation Qp(−n), so we may assume that η has Hodge–
Tate weight 0. Thus, by Theorem 2.2.7 we see that η(GK) is finite (as GK = IK). That is,
ker η is open. By the first part of the corollary, it follows that η = 1. �

Lemma 9.3.3. Let k be an algebraically closed field with characteristic p > 0. The map
W(k)× → W(k)× defined by w 7→ σ(w)/w is surjective, where σ is the Frobenius automor-
phism of W(k).

Proof. We shall argue by successive approximation. More specifically, we will prove that if
u ∈W(k)× with u ≡ 1 mod pn (for n > 0) then we can find w ∈W(k)× with w ≡ 1 mod pn

such that σ(w)/w = u. By a simple limit process with infinite products, it suffices to find
w such that σ(w)/w ≡ u mod pn+1. In case n = 0 this says that the map x 7→ xp−1 is a
surjection from k× to itself, which holds since k is algebraically closed.

For n > 1 we can write u = 1 + pnun for some un ∈ W(k), and the hypothetical w must
have the form w = 1 + pnwn with wn ∈ W(k) such that σ(wn)/wn ≡ 1 + pnun mod pn+1.
But σ(w)/w ≡ 1 + pn(σ(wn) − wn) mod pn+1 for any w = 1 + pnwn, so we just need that
un mod p ∈ k has the form xp − x for some x ∈ k. This holds since k is algebraically
closed. �

Now we come to a key theorem that explains the interest in weak admissibility.

Theorem 9.3.4. If V ∈ Repst
Qp

(GK) then Dst(V ) ∈ MFφ,NK is weakly admissible. In partic-

ular, if V is crystalline then Dcris(V ) ∈ MFφK is weakly admissible.

Proof. Since weak admissibility is insensitive to the scalar extension K0 → K̂un
0 , by Propo-

sition 9.3.1 we may assume that k is algebraically closed. We let D = Dst(V ) and let
D′ ⊆ D be a subobject. We need to prove that tH(D′) 6 tN(D′) with equality in case
D′ = D. We may assume D′ 6= 0, so d′ = dimD′ > 0. As a first step, we use determinant
arguments to reduce to the case d′ = 1 (so D′ can be described in concrete terms). Note
that ∧d′(V ) is semistable (being a quotient of V ⊗d′), so ∧d′(D) is naturally identified with
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Dst(∧d
′

(V )). Also, detD′ = ∧d′(D′) is naturally a 1-dimensional subobject of ∧d′(D). Since
tH(D′) = tH(detD′) and tN (D′) = tN(detD′), we may therefore pass to ∧d′(V ) to reduce to
the case dimD′ = 1.

In case D′ = D we have dim V = 1, so V = Qp(n) for some n ∈ Z (as k is algebraically
closed). In this case we see with the help of t−n ∈ B×

cris that tH(D) = tN(D) = −n (as
we are using the covariant Fontaine functors Dst and Dcris). Thus, it remains to show that
in general tH(D′) 6 tN (D′). Let e′ ∈ D′ be a K0-basis, so φ(e′) = λe′ for some λ ∈ K×

0

and tN (D′) = ordp(λ). Also, N(e′) = 0 since ND′ = ND|D′ is a nilpotent operator on a
1-dimensional space. Let s = tH(D′), so e′ ∈ Fils(BdR ⊗Qp V ) = Fils(BdR) ⊗Qp V but

e′ 6∈ Fils+1(BdR)⊗Qp V .
Pick a Qp-basis {v1, . . . , vn} of V , so the inclusion D′ ⊆ D = (Bst ⊗Qp V )GK gives a

unique expansion e′ =
∑
bi ⊗ vi for bi ∈ Bst. The equality λe′ = φ(e′) =

∑
φ(bi)⊗ vi gives

φ(bi) = λbi for all i, and the vanishing of N(e′) =
∑
N(bi)⊗ vi gives N(bi) = 0 for all i. In

particular, bi ∈ BN=0
st = Bcris for all i. Since e′ ∈ Fils(BdR)⊗QpV but e′ 6∈ Fils+1(BdR)⊗QpV ,

we conclude that bi ∈ Fils(Bcris) for all i but bi0 6∈ Fils+1(Bcris) for some i0. Focusing on
bi0 , it suffices to show generally that if b ∈ Bcris lies in Fils(Bcris) but not in Fils+1(Bcris) (so
b 6= 0) and φ(b) = λb for λ ∈ K×

0 then s 6 ordp(λ).
We assume to the contrary, so s > ordp(λ) + 1. Let n = ordp(λ), so b ∈ Fils(Bcris) ⊆

Filn+1(Bcris). To get a contradiction, it suffices to show that the only b ∈ Filn+1(Bcris) such
that φ(b) = λb with n = ordp(λ) is b = 0. We may replace b with b/tn to reduce to the
case n = 0. Hence, b ∈ Fil1(Bcris) and φ(b) = ub with u ∈ W(k)×. But k is algebraically
closed, so u = σ(u′)/u′ for some u′ ∈ W(k)× (Lemma 9.3.3). Thus, b/u′ ∈ Fil1(Bcris)

φ=1.
But Fil0(Bcris)

φ=1 = Qp by Theorem 9.1.10, and this meets Fil1(Bcris) in 0. �

In Example 6.3.9 we saw that DdR is not fully faithful, due to the de Rham property being
insensitive to replacing GK with GK ′ for a finite extension K ′/K. This is best explained by a
fundamental result independently due to Berger and André–Kedlaya–Mebkhout that relates
p-adic differential equations with de Rham representations to prove Fontaine’s potential
semistability conjecture:

Theorem 9.3.5. A p-adic representation V of GK is de Rham if and only if it it potentially
semistable in the sense that V is a semistable GK ′-representation for some finite extension
K ′/K.

This theorem implies that although we cannot invert the functor DdR, the gap between
de Rham representations and semistable representations amounts to an insensitivity to finite
extensions of K. However, keep in mind that DdR(V ) contains too little information even
to recover V as a GK ′-representation for some unknown finite extension of K ′, as we see by
considering V = Qp(η) for an unramified η : GK → Q×

p with infinite image (in which case
DdR(V ) = K[0] = DdR(Qp)).

A fundamental result of Colmez and Fontaine [14, Thm. A] is that the fully faithful

and exact tensor functor Dst : Repst
Qp

(GK) → MFφ,N,w.a.K is an equivalence. That is, every

weakly admissible filtered (φ,N)-module D over K is isomorphic as such to Dst(V ) for a
semistable p-adic representation V of GK . In principle we know what V has to be: necessarily
V ≃ Vst(D). But it is not a priori obvious that for every weakly admissible D we at least
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have that Vst(D) ∈ Repst
Qp

(GK) (in particular, it is not obvious if Vst(D) is finite-dimensional

with continuous GK-action), nor is it obvious that D ≃ Dst(Vst(D)) for weakly admissible
D. A nice preliminary observation of Colmez and Fontaine that will be proved below is
that Vst(D) is always in Repst

Qp
(GK) for any weakly admissible D ∈ MFφ,NK , and that as

long as dimQp Vst(D) > dimK0(D) it is automatic that D ≃ Dst(Vst(D)). In other words,
the real problem is to prove that Vst(D) is “big” (and in particular nonzero when D 6= 0).
Kisin’s alternative proof [30, Prop. 2.1.5] of the Colmez–Fontaine theorem via integral p-adic
Hodge theory also uses this bigness criterion for a weakly admissible module to arise from a
semistable representation; we will sketch Kisin’s proof in §11 (especially §11.3).

In the remainder of this section, we take up the proof that Vst(D) is always in Repst
Qp

(GK)

for any weakly admissible D (in particular, it is in RepQp
(GK)), and we also prove the

Colmez–Fontaine lemma that dimQp Vst(D) 6 dimK0 D for all weakly admissible D, with

equality if and only if D ≃ Dst(Vst(D)) in MFφ,NK . By considering D for which ND = 0 the
analogous conclusions for Dcris, Vcris, and crystalline representations are obtained, so we will
say nothing further about the crystalline case.

To get started, we first consider an arbitrary D ∈ MFφ,NK without a weak admissibility
hypothesis. The Qp[GK ]-module Vst(D) might be infinite-dimensional, but we claim that
if it is finite-dimensional then its natural GK-action is automatically continuous for the
natural topology as such a vector space. More generally, we claim that any GK-stable finite-
dimensional Qp-subspace of Vst(D) has continuous GK-action (i.e., lies in RepQp

(GK)). Since
the rings Bst and Bcris do not have a useful natural topology, this continuity claim requires
some thought. By definition Vst(D) ⊆ Bst ⊗Qp D with the GK-action doing nothing to D,
so it suffices to prove:

Proposition 9.3.6. For any n > 1, any Qp[GK ]-submodule V of Bn
st with finite Qp-

dimension has continuous GK-action relative to its natural p-adic topology.

Proof. Consider the usual non-canonical presentation Bst ≃ Bcris[X] (resting on a choice of
q̃ ∈ mR − {0} with q̃(0) ∈ OK). The Bcris-submodule Bcris[X]<d of polynomials with degree
below a given bound d > 1 is GK-stable because g(X) = X + η(g)t for a suitable continuous
η : GK → Zp depending on a choice of t = log([ε]). The finite-dimensional Qp-subspace
V ⊆ Bn

st is contained in the finite free Bcris-submodule Bcris[X]n<d for some d > 1, but
beware that Bcris[X]n<d is not GK-equivariantly identified with Bnd

cris via the basis of vectors
in standard monomials when d > 1.

Since Bcris = Acris[1/t] and dimQp V is finite, the t-denominators needed to describe V
are bounded: for some M ≫ 0 we have V ⊆ Qp · t−MAcris[X]n<d. The action by GK on t
is through the Z×

p -valued continuous χ, so we can replace V with tMV for some M ≫ 0 to
arrange that V is generated over Qp by the GK-stable

Λ := V ∩Acris[X]n<d.

This Zp-submodule of V contains no infinitely p-divisible elements because Acris is p-adically
separated, so it follows that Λ must be finitely generated over Zp and hence is a Zp-lattice in
V . Thus, it suffices to prove that the GK-action on Λ is continuous for the p-adic topology
of Λ.
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Let Λr = Λ∩(prAcris[X]n<d), so prΛ ⊆ Λr ⊆ Λ and Λr is GK-stable. Since Acris is p-adically
separated we have ∩rΛr = 0, so by a result of Chevalley [35, Exer. 8.7] it follows that the
Λr’s cut out the p-adic topology of Λ. Thus, our problem is reduced to showing that for each
r > 1 the GK-action on each finite quotient Λ/Λr is discrete, which is to say that points
have open stabilizers. Fix such an r. The finite quotient Λ/Λr is naturally contained in
(Acris/(p

r))[X]n<d (with g(X) = X + η(g)t for g ∈ GK), so we are reduced to proving that if
an element of (Acris/(p

r))[X]n<d has a finite GK-orbit then it has an open stabilizer. We will
show that all orbits are finite with open stabilizer. By projection to factors of this direct
sum of truncated polynomial modules, we can assume n = 1.

We may replace K with the finite Galois extension corresponding to ker(η mod pr), which
is to say that we can assume that the additive character η mod pr vanishes. Hence, the GK-
action on X mod pr has now been eliminated, so we can project to monomial coefficients
in each separate X-degree less than d, which is to say that we are reduced to proving that
every GK-orbit in Acris/(p

r) has an open stabilizer (and hence is finite) for each r > 1. This
is Proposition 9.1.2. �

Now we turn to the task of analyzing Vst(D) when D is weakly admissible. The case
dimK0 D = 1 will be analyzed first, both as a warm-up to the general case and because it is
used in the treatment of the general case.

Lemma 9.3.7. If D is an arbitrary filtered (φ,N)-module over K with dimK0(D) = 1 then
Vst(D) is 1-dimensional when D is weakly admissible (i.e., tH(D) = tN(D)), it vanishes when
tH(D) < tN (D), and it is infinite-dimensional when tH(D) > tN(D).

Proof. We have D = K0d with φ(d) = λd for some λ ∈ K×
0 . The monodromy operator

vanishes on D since it is nilpotent and dimK0 D = 1. By definition tN (D) = ordp(λ) ∈ Z

and FiltH(D)(DK) = DK , FiltH(D)+1(DK) = 0. Since dimK0(D) = 1, we have that D is
weakly admissible if and only if tH(D) = tN (D). We wish to relate the (possibly infinite)
Qp-dimension of Vst(D) to the nature of the difference tH(D)− tN (D).

Let us compute Vst(D) in general, using the K0-basis {d} of D. Elements of this space are
elements x ∈ Bst ⊗K0 D such that φ(x) = x, N(x) = 0, and

x ∈ Fil0(Bst ⊗K0 D) = Fil−tH(D)(Bst)⊗K0 D.

In particular, x ∈ Bcris ⊗K0 D, so x = b ⊗ d for a unique b ∈ Fil−tH(D)(Bcris) such that
φ(b) = b/λ. We can write λ = pmu for m = tN(D) and u ∈ O

×
K0

= W(k)×. Letting

b′ = ttH(D)b ∈ Bcris, the conditions are that b′ ∈ Fil0(Bcris) with φ(b′) = ptH(D)−tN (D)(b′/u).
By Lemma 9.3.3, we may choose w ∈ W(k)× such that σ(w)/w = u. Replace b′ with

b′′ = wb′, so Vst(D) as a Qp-vector space is identified the set of elements b′′ ∈ Fil0(Bcris)
such that φ(b′′) = ptH(D)−tN (D)b′′. Thus, in the weakly admissible case (i.e., tH(D) = tN(D))
the condition on b′′ says exactly that b′′ ∈ Fil0(Bcris)

φ=1 = Qp, so dimVst(D) = 1 in such
cases. In general, if r := tH(D) − tN(D) then φ(b′′/tr) = b′′/tr, so if r < 0 then b′′/tr ∈
Fil−r(Bcris) ⊆ Fil1(Bcris) is a φ-invariant vector and thus vanishes (as the only φ-invariant
elements of Fil0(Bcris) are elements of Qp, none of which lie in Fil1(Bcris) except for the
element 0). Hence, b′′ vanishes when r < 0. The remaining case is when r > 0, in which case
b′′/tr ∈ Fil−r(Bcris) is a φ-invariant vector, and the space of these is infinite-dimensional due
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to the so-called fundamental exact sequence

(9.3.1) 0→ Qp → Fil−r(Bcris)
φ=1 → Fil−r(BdR)/B+

dR → 0

that is valid for all r > 0. A proof of this exactness can be found in [14, Prop. 1.3(v)]; the
essential content of its proof is already needed to handle the case r = 0 (i.e., to prove that
Fil0(Bcris)

φ=1 = Qp). �

Definition 9.3.8. An object D ∈ MFφ,NK is admissible if D ≃ Dst(V ) for some V ∈
Repst(GK).

By Theorem 9.3.4, admissible objects in MFφ,NK are weakly admissible. The following
preliminary result generalizing Lemma 9.3.7 is a small piece of the proof of the general result
(due originally to Colmez and Fontaine) that weakly admissible filtered (φ,N)-modules are
always admissible.

Proposition 9.3.9 (Colmez–Fontaine). Let D ∈ MFφ,NK be weakly admissible. The vector
space Vst(D) is finite-dimensional over Qp with dimension at most dimK0(D), and it is
semistable as a p-adic representation of GK. Moreover, D′ := Dst(Vst(D)) is naturally
identified with a suboject of D, and D is admissible if and only if dimQp(Vst(D)) = dimK0(D),
or equivalently D′ = D.

In such cases, the natural map

δ(D) : (Bst ⊗K0 D)N=0,φ=1 → (BdR ⊗K DK)/Fil0(BdR ⊗K DK)

from (9.2.3) is surjective. 2

Proof. Let Cst denote the fraction field of the domain Bst and let V = Vst(D). We do not
yet know if V has finite Qp-dimension. The key idea is to work with vector spaces over Cst

rather than just with modules over Bst. Within the Cst-vector space Cst⊗K0 D of dimension
s := dimK0 D, the Qp-subspace V generates a Cst-subspace V ′ of some dimension r 6 s. It
is trivial to handle the case r = 0 (i.e., Vst(D) = 0), so we now may and do assume r > 0.
(Strictly speaking, in what follows the case r = 0 goes through without a problem.)

The action by GK on Cst ⊗K0 D preserves the Cst-subspace V ′. View V ′ as a Cst-valued
point of a Grassmannian variety Gr(D) over K0 parameterizing r-dimensional subspaces
of D. This point is invariant by GK and so it descends to a CGK

st -valued point. By the
(Qp, GK)-regularity of Bst, C

GK
st = BGK

st = K0, so V ′ corresponds to a K0-valued point of
Gr(D), which is to say that V ′ = Cst ⊗K0 D

′ for a K0-subspace D′ ⊆ D with dimension
r. (Rather than appealing to the general theory of Grassmannians one can do explicit basis
calculations by imitating how Grassmannians are constructed in order to see this descent
from Cst down to K0 by more direct means.) Thus,

V ⊆ V ′ ∩ (Bst ⊗K0 D) = Bst ⊗K0 D
′.

The K0-subspace D′ in D is stable by φ and N since this holds after scalar extension from
K0 to Cst. Using the subspace filtration on D′

K ⊆ DK , we thereby make D′ into a filtered

2Should include proof of converse: if Vst(D) is finite-dimensional then it is semistable using [14, Prop. 4.5],
and if also δ(D) is surjective then D is weakly admissible (using proof of [14, Prop. 5.7]).
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(φ,N)-module over K that is a subobject of D. Since V = Vst(D) = Fil0(Bst⊗K0 D)φ=1,N=0

and V ⊆ Bst ⊗K0 D
′, we have V ⊆ Vst(D

′) ⊆ Vst(D) = V , so V = Vst(D
′).

By definition, V ′ is spanned over Cst by V , so we can find a Cst-basis {v1, . . . , vr} for V ′

consisting of elements of V ; the vi’s are a maximal Cst-linearly independent subset of V .
Thus, the map ∧rQp

(V )→ ∧rCst
(V ′) carries v1 ∧ · · ·∧ vr to a nonzero element, and ∧rCst

(V ′) is

a Cst-subspace of Cst ⊗K0 ∧rK0
(D′), so v1 ∧ · · · ∧ vr has nonzero image in Cst ⊗K0 ∧r(D′). In

other words, if we choose a K0-basis {d1, . . . , dr} of D′ and write vj =
∑

i bijdi with bij ∈ Bst

(recall V = Vst(D
′) ⊆ Bst ⊗K0 D

′) then b := det(bij) ∈ Bst lies in C×
st ; that is, b 6= 0 in Bst.

Thus, the element

(9.3.2) v1 ∧ · · · ∧ vr = bd1 ∧ · · · ∧ dr ∈ Bst ⊗K0 ∧r(D′)

lies in the 0th filtered piece and is killed by N and fixed by φ since each vj lies in V = Vst(D
′).

Hence, we have produced a nonzero element of Vst(∧r(D′)). But ∧r(D′) is a 1-dimensional
filtered (φ,N)-module over K. Since we have exhibited a nonzero element of Vst(∧r(D′)), by
Lemma 9.3.7 we cannot have tH(∧r(D′)) < tN(∧r(D′)), or in other words the case tH(D′) <
tN(D′) cannot occur. The weak admissibility hypothesis on D implies tH(D′) 6 tN(D′) for
the subobject D′ ⊆ D, so tH(D′) = tN(D′). Hence, D′ is weakly admissible (as D is) and
Vst(∧r(D′)) must be exactly 1-dimensional over Qp.

Any r-fold wedge product of elements of V = Vst(D) = Vst(D
′) is naturally an element

of Vst(∧r(D′)), and so is a unique Qp-multiple of v1 ∧ · · · ∧ vr. But we can view this wedge
product as being formed over Bst within Bst ⊗K0 ∧r(D′), so if an element v ∈ V ⊆ V ′ is
arbitrary and we write (as we may) v =

∑
civi with unique ci ∈ Cst then

v1 ∧ · · · ∧ vi−1 ∧ v ∧ vi+1 ∧ · · · ∧ vr = ci(v1 ∧ · · · ∧ vr).
Hence, ci ∈ Qp for all i. This shows that the vi’s span V over Qp, so they are a basis for V
(as they are even linearly independent over Cst). In other words, V has finite Qp-dimension
that is equal to r = dimK0(D

′) 6 dimK0(D), and V must then have continuous GK-action
by Proposition 9.3.6.

The identity (9.3.2) now implies that GK acts on b through a Q×
p -valued character, so

Qpb ⊆ Bst is a GK-stable line. Hence, by (Qp, GK)-regularity of Bst we must have that
b ∈ B×

st . It therefore follows from (9.3.2) that the Qp-basis {v1, . . . , vr} for V = Vst(D
′) is

also a Bst-basis of Bst⊗Qp D
′, so the Bst-linear map Bst⊗Qp V → Bst⊗K0 D

′ induced by the
identification V = Vst(D

′) is actually a linear isomorphism. By GK-compatibility, we deduce
that as K0-vector spaces

(9.3.3) Dst(V ) ≃ (Bst ⊗K0 D
′)GK = BGK

st ⊗K0 D
′ = D′.

This shows that Dst(V ) has K0-dimension equal to dimK0(D
′) = r = dimQp(V ), so V is a

semistable p-adic representation of GK with dimension r 6 dimK0(D
′).

The identification Dst(V ) = D′ in (9.3.3) visibly respects the Frobenius and monodromy
operators, and carries Filj(Dst(V )) into Filj(D′) for all j (since the Bst-linear isomorphism
Bst ⊗Qp V ≃ Bst ⊗K0 D

′ carries the jth filtered piece into the jth filtered piece for all j,

due to the identification V = Vst(D
′) within Fil0(Bst⊗K0 D

′)). But D′ is weakly admissible,
and Dst(V ) is also weakly admissible since we have proved that Dst carries any semistable
p-adic representation to a weakly admissible filtered (φ,N)-module! Any morphism of weakly
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admissible filtered (φ,N)-modules that is a linear isomorphism on K0-vector spaces is auto-

matically an isomorphism in MFφ,NK (i.e., it is compatible with filtrations in both directions),
by Theorem 8.2.11, so D′ ≃ Dst(V ) as filtered (φ,N)-modules. We conclude that Dst(V ) is
naturally a subobject of D, with K0-dimension dimQp(V ). Hence, dimQp(V ) = dimK0(D) if
and only if the subobject Dst(V ) ⊆ D has full K0-dimension, in which case D is admissible
(arising from V ). Conversely, if D is admissible, say D ≃ Dst(V1) for a semistable p-adic
representation V1 of GK , then V = Vst(D) ≃ Vst(Dst(V1)) ≃ V1 (the final isomorphism due
to the semistability of V1). Hence, in such cases dimQp(V ) = dimQp(V1) = dimK0(D).

Finally, we suppose we are in the case that D is admissible, so D = Dst(V ) for some
semistable p-adic representation V of GK , and we wish to prove that δ(D) is surjective.
Using the deRham and semistable comparison morphisms for V , the map δ(D) is identified
with the natural map

BN=0,φ=1
st ⊗Qp V → (BdR/B

+
dR)⊗Qp V.

Hence, the surjectivity is reduced to the surjectivity of the natural map Bφ=1
cris → BdR/B

+
dR.

This latter surjectivity follows by passage to the direct limit over r →∞ on (9.3.1). �

We conclude by recording an interesting observation made by Colmez and Fontaine [14,
Cor. 4.7]. Suppose that in the abelian category of weakly admissible filtered (φ,N)-modules,
the object D is a simple object. (In particular, D 6= 0.) If V := Vst(D) 6= 0 then the
above proof realizes Dst(V ) as a nonzero subobject of D, in which case it must equal D by

simplicity. Hence, a weakly admissible D that is simple in MFφ,NK is admissible if and only
if Vst(D) 6= 0!

9.4. Exercises.

Exercise 9.4.1. Let θ : W(R)։ OCK
be the surjection as in Proposition 4.4.2. Let p̃ ∈ R =

R(OK/(p)) be a choice of compatible p-power roots of p (i.e., p(0) = p). Consider the explicit
choice of generator ξ = ξep = [p̃]− p of ker θ.

(1) Using that ξ ·W(R)[1/p]∩W(R) = ker θ = ξ ·W(R) (from Proposition 4.4.3), prove
rigorously that the W(R)-module sequence

0→W(R)[Xn/n!]n>1
X−ξ→ W(R)[Xn/n!]n>1 → A0

cris → 0

is exact. This gives a concrete description of A0
cris.

(2) Prove that this sequence is also exact relative to p-adic topologies (i.e., when the
middle term is given the p-adic topologies then the subspace and quotient topologies
on the outer terms are the p-adic topologies.) Deduce that this sequence remains
exact after passing to p-adic completions. This can be useful for some studying some
properties of the p-adic completion Acris of A0

cris (but there are more effective methods
as well, such as by introducing various auxiliary rings which sit between others and
are easier to work with for making p-adic estimates).

(3) Prove that the exact sequence in (1) remains exact after reduction modulo p, and
prove rigorously that for any flat Z(p)-algebra W we have

W [Xn/n!]n>1 ≃ W [Y0, Y1, . . . ]/(Y
p
j − cp,jYj+1)j>0
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where cp,j = (pj+1)!/(pj!)p ∈ pZ×
(p). Deduce the important description

Acris/pAcris ≃ A0
cris/pA

0
cris ≃ (R/(p̃p))[Y0, Y1, . . . ]/(Y

p
0 , Y

p
1 , . . . ).

Exercise 9.4.2. Rigorously prove the following fact that was used in Example 9.2.8: for a
unit u ∈ O

×
K that is not a root of unity, the field generated by its p-power roots is not abelian

over K. (Hint: reduce to the case when u ∈ 1 + mK and pass to the inverse limit on the
Kummer theory isomorphisms K×/(K×)p ≃ H1(GK ,Z/(p

n)). Then invert p and interpret
the meaning of this isomorphism in terms of extension classes. Make sure your proof actually
uses that u is not a root of unity, and keep in mind that K may contain some nontrivial
p-power roots of unity.)
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Part III. Integral p-adic Hodge theory

For many purposes (such as in Galois deformation theory with artinian coefficients) it
is useful to have a finer theory in which p-adic vector spaces are replaced with lattices or
torsion modules. Fontaine and Laffaille gave such a theory in the early 1980’s under stringent
restrictions on the Hodge-Tate weights and absolute ramification in K. The aim of Part III
is to explain the more recent theory of integral p-adic Hodge theory, largely due to Breuil
and Kisin, that has no ramification or weight restrictions. This is essentially a survey of [30],
to which the reader should turn for more details.

For the entirety of Part III we fix a choice of uniformizer π of K, and let E ∈ W [u] be
the minimal polynomial of π over K0. Finally, ∆ denotes the rigid-analytic open unit disc
over K0 (not over K, when e(K) > 1), so the points of ∆ are identified with the orbits of
Gal(K/K0) acting on the set

{x ∈ K
∣∣ |x| < 1}.

The reader who is not familiar with rigid-analytic geometry should regard it as analytic
analogue of working with an algebraic scheme over a field that is not algebraically closed:
there are many non-rational points. The actual rigid-analytic spaces we will use are rather
concrete: certain open and closed discs and annuli inside of the open unit disc. It is rings
of convergent series on such discs that are of most relevance to us, and the convergence
conditions can be described by explicit growth and decay properties of coefficients of formal
power series or formal Laurent series over K0. However, the geometric viewpoint is more
helpful than a purely algebraic one; Using discs consisting solely of K0-rational points or
K-rational points will be insufficient.

10. Categories of linear algebra data

Our first main goal is to imbue the category MFφ,NK of filtered (φ,N)-modules with a beau-
tiful geometric interpretation. Following an idea originally due to Berger, we shall introduce
a certain category of vector bundles (with extra structure, depending on the uniformizer
π ∈ OK) over the rigid-analytic open unit disc ∆ over K0, and sketch the proof of the

equivalence of this category with the category MFφ,N,Fil>0
K of filtered (φ,N)-modules over K

whose filtration is effective (i.e., Fil0(M) = M , or equivalently the associated graded module
over K has its grading supported in degrees > 0).

Roughly speaking, the idea behind the construction of this equivalence is to show that
any (effective) filtered (φ,N)-module D can be naturally “promoted” to a vector bundle M

over the open unit disc ∆ over K0, with D recovered as the “fiber of M to the origin.”
See Theorem 10.2.1 for a precise statement. Using Kedlaya’s theory of slopes [29] (as a
black box), we then explain how to translate the condition that D be weakly admissible
into a certain condition (“slope zero”) on M . This description will motivate the introducion
another category of “integral” linear algebra data that enables us to study broad classes of
interesting p-adic Galois representations in §11.

10.1. Modules with ϕ and connection. Fix a choice of coordinate u on ∆ and let O ⊆
K0[[u]] be the K0-algebra of power series that converge on ∆. For 0 < r < 1 (and r always
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understood to lie in the value group pQ = |K×|), the ring Or of power series converging on
the rigid-analytic closed disc ∆r := {|u| 6 r} is equipped with the supremum norm

||f ||r := sup
x∈∆r

|f(x)| <∞.

These norms make O into a Fréchet space (i.e. we topologize O by uniform convergence on
the ∆r’s for r → 1−). Concretely, O is the K0-subalgebra of K0[[u]] consisting of power series
that converge on every closed subdisc of ∆ with radius r < 1.

If we denote by ϕ : W(k) → W(k) the Frobenius automorphism of W(k) (lifting the
Frobenius automorphism α 7→ αp of the perfect field k), then ϕ naturally extends to an
endomorphism ϕO : O → O over ϕ by

ϕO

(∑

n>0

anu
n

)
=
∑

n>0

ϕ(an)u
np.

Note that ϕO is finite and faithfully flat with degree p.
We will denote by λ the infinite product

(10.1.1) λ :=
∏

n>0

ϕnO

(
E(u)

E(0)

)
,

which converges (uniformly on closed subdiscs) on ∆. (In fact, if s(u) ∈ W(k)[[u]]
[

1
p

]
⊆ O

has constant term 1, then the product
∏

n>0 ϕ
n
O
(s) converges in O [28, Rem. 4.5].) Note that

λ depends on the choice of uniformizer π, and that the zeroes of λ in the closed unit disc are
precisely the pnth roots of the zeroes of E(ϕn) for all n > 0, where h(ϕn)(u) =

∑
m>0 ϕ

n(cm)um

for h =
∑
cmu

m ∈ O . We calculate

(10.1.2) ϕO(λ) =
∏

n>0

ϕn+1
O

(
E(u)

E(0)

)
=

(
E(0)

E(u)

)
λ,

so in particular ϕO(1/λ) = E(u)/E(0)
λ

and hence ϕO naturally acts on the ring O
[

1
λ

]
.

The function λ should be viewed as a replacement for the p-adic logarithm; see Exercise
10.5.2 for why this is so.

Definition 10.1.1. Define the differential operator N∇ : O → uO ⊆ O by N∇ := −λu d
du

.

The minus sign in this definition is due to the fact that λ(0) = 1, and we cannot say more
to justify this sign intervention at the outset other than that it makes certain calculations
later in the theory (for semistable non-crystalline representations) work out well, such as
[30, Prop. 1.7.8]. A straightforward calculation (using (10.1.2)) shows that the relation

(10.1.3) N∇ ◦ ϕO = p
E(u)

E(0)
ϕO ◦N∇

holds, which at u = 0 recovers the familiar relation “Nϕ = pϕN” between Frobenius and
monodromy operators in p-adic Hodge theory. Thus, we may think of the operators N∇ and
ϕO as deformations of the usual N and ϕ.
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Since K is discretely-valued, every invertible sheaf on ∆ is trivial. (Indeed, for c ∈ K×

with 0 < |c| < 1, the Dedekind coordinate ring of each of the exhausting discs {|t| 6 |c|1/n}
is a UFD and hence has trivial Picard group. A line bundle on ∆ therefore admits compatible
trivializations on the ∆r’s, and hence is globally trivial, via an infinite product trick used
in the proof of [11, 1.3.3]. The discreteness of |K×| implies the exponentially decaying
coefficient-estimates which ensure the convergence of the intervening infinite products.) In
particular, every effective divisor on ∆ is the divisor of an analytic function (which is false
for more general K [25, Ex. 2.7.8]), so O is a Bezout domain; i.e. every finitely generated
ideal is principal.

In general O is not noetherian. For example, let {xn} be a collection of K-points of ∆
with |xn| → 1 and let the nonzero fr ∈ O have divisor

∑
n6r[xn] +

∑
n>r 2[xn]. If the ideal

(fr)r>1 is finitely generated then by the Bezout property it must be principal, say (g), and
g must have divisor

∑
n[xn]. But such a g does not lie in the ideal (fr)r>1, so we get the

non-noetherian claim for O . Nonetheless, the Bezout property for O ensures that finite free
O-modules behave much as if they were modules over a principal ideal domain:

Lemma 10.1.2. Let M be free O-module of finite rank, and N ⊆M an arbitrary submod-
ule. The following are equivalent:

(1) N is a closed submodule of M ,
(2) N is finitely generated as an O-module,
(3) N is a free O-module of finite rank.

Proof. See [30, Lemma 1.1.4]. �

We remark that the implication (1) =⇒ (3) will be especially useful for our purposes.
With these preliminaries out of the way, we can now define the first category of “linear
algebra data” over O that we shall consider.

Definition 10.1.3. Let Modϕ/O be the category whose objects are pairs (M , ϕM ) consisting

of a finite free O-module M and an endomorphism ϕM of M satisfying the following two
conditions:

(1) The map ϕM : M →M is ϕO -semilinear and injective.
(2) The cokernel coker(1⊗ ϕM ) of the O-linearization of ϕM is killed by a power Eh for

some integer h > 0.

Morphisms in Modϕ/O are O-module homomorphisms that are ϕ-equivariant. We will abbre-

viate condition (2) by saying that the pair (M , ϕM ) has finite E-height. The least integer h
that works in (2) is the E-height of M .

Observe that a ϕO-semilinear operator ϕM : M →M is injective if its O-linearization

1⊗ ϕM : ϕ∗
OM = O ⊗O,ϕO

M →M

is injective, and this latter injectivity is equivalent to coker(1 ⊗ ϕM ) having nonzero O-
annihilator. If condition (1) in Definition 10.1.3 is satisfied and annO(coker(1 ⊗ ϕM )) 6= 0
then by arguing in terms of vector bundles we see that the cokernel of 1 ⊗ ϕM (which
corresponds to a coherent sheaf on ∆ that is killed by a nonzero element of O) has discrete
support in ∆. Geometrically, condition (2) in Definition 10.1.3 says that the cokernel of
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1 ⊗ ϕM is supported in the single point π ∈ ∆ (recall that points of ∆ correspond to
Gal(K/K0)-orbits of points x ∈ K with |x| < 1).

We can enhance the category Modϕ/O by equipping a module in Modϕ/O with the data of

a monodromy operator over the differential operator N∇ : O → O . This gives rise to the
following category:

Definition 10.1.4. Let Modφ,N∇

/O be the category whose objects are triples (M , ϕM , NM
∇ )

where

(1) the pair (M , ϕM ) is an object of Modϕ/O ,

(2) NM
∇ : M →M is a K0-linear endomorphism of M satisfying the relations:

(a) for every f ∈ O and m ∈M ,

NM

∇ (fm) = N∇(f)m+ fNM

∇ (m),

(b)

NM

∇ ◦ ϕM = p
E(u)

E(0)
ϕM ◦NM

∇ ,

and whose morphisms are O-module homomorphisms that are compatible with the additional
structures.

Remark 10.1.5. Given NM
∇ : M →M , we obtain a map

∇ : M

[
1

λu

]
→M

[
1

λu

]
⊗O Ω1

∆/K0

by defining

∇(m) := −1

λ
NM

∇ (m)
du

u
,

where the sign is due to the appearance of the sign in the definition of the operator N∇ on
O . The condition (2a) in Definition 10.1.4 ensures that ∇ satisfies the Leibniz rule, and so
is a meromorphic connection on M with at most simple poles supported in the zero locus
of λu, and a straightforward calculation shows that the condition (2b) in Definition 10.1.4
guarantees that ∇ is compatible with evident actions of ϕM . Moreover, we can reverse
this construction, and associate a monodromy operator NM

∇ on M to any ϕM -compatible
meromorphic connection on M with at most simple poles supported in the zero locus of
λu. Note that at u = 0, the relation (2b) in Definition 10.1.4 recovers the familiar relation
“Nϕ = pϕN” between Frobenius and monodromy operators in p-adic Hodge theory.

Observe that both the categories Modϕ/O and Modφ,N∇

/O have evident notions of exactness

and tensor product, and the forgetful functor from the second of these two categories to the
first is neither fully faithful nor essentially surjective (but in Lemma 10.4.2 we will establish
full faithfulness on the full subcategory of triples (M , ϕM , NM

∇ ) such that NM
∇ (M ) ⊆ uM ).

Also, neither Modϕ/O nor Modφ,N∇

/O is an abelian category, as the cokernel of a morphism of

finite free O-modules need not be free.
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10.2. The equivalence of categories. In this subsection, we will discuss some ideas related
to the following remarkable result:

Theorem 10.2.1. There are exact tensor-compatible functors

MFφ,N,Fil>0
K

M // Modφ,N∇

/O
D

oo

and natural isomorphisms of functors

M ◦D ≃ // id and D ◦M
≃ // id.

Remarks 10.2.2. Recall that each object of MFφ,N,Fil>0
K is equipped with a descending, ex-

haustive, and separated filtration by K-subspaces. The notion of exactness in this category
includes the filtration data (in the sense that an exact sequence of finite-dimensional filtered
vector spaces is an exact sequence of vector spaces such that the natural subspace and quo-
tient filtrations on the common kernel and image at each stage coincide). Hence, MFφ,N,Fil>0

K

is not an abelian category since maps with vanishing kernel and cokernel may fail to be
filtration-compatible in the reverse direction.

The definitions of M and D as module-valued functors, as well as the construction of the
natural transformations as in Theorem 10.2.1, will not use N∇. For example, the definition
of D(M ) as a K0-vector space does not use the data of NM

∇ and the definition of M (D)
in Modϕ/O comes before its N∇-structure is defined. Moreover, once M and D have been

defined, it turns out to be straightforward to show that for any M ∈ Modϕ/O there is a

natural map of vector bundles over ∆

M ◦D(M )→M

that is an isomorphism away from the point π ∈ ∆. That this latter map is an isomorphism
on π-stalks (and hence is an isomorphism) crucially uses the operator NM

∇ .

Rather than give the proof of Theorem 10.2.1, we will content ourselves with giving the
definitions of M and D. Moreover, we will only define M on objects D with ND = 0, as
this simplifies the exposition. For a complete discussion, see [30, Thm. 1.2.15].

Let D be an object of MFφ,N,Fil>0
K and denote by Filj DK the jth filtered piece of DK =

K ⊗K0 D. As we just noted above, to simplify the exposition of the construction of M (D),
we shall assume ND = 0. We will define M (D) as a certain O-submodule of O

[
1
λ

]
⊗K0 D

by imposing “polar conditions” at specific points in ∆. Roughly, we can think of elements of
O
[

1
λ

]
⊗K0 D as certain meromorphic D-valued functions on ∆ with poles supported in the

divisor of λ, and we will use the additional data on D (Frobenius and filtration) to restrict
the order of poles that we allow for elements of M (D).

For each integer n > 0, let xn be the point of ∆ corresponding to the (irreducible) Eisen-
stein polynomial E(up

n
) ∈ K0[u] (so xn corresponds to the Gal(K/K0)-conjugacy class of a

choice of πn := pn√
π ∈ K). If O∧

∆,xn
denotes the complete local ring of ∆ at xn, then the

specialization map

O
∧
∆,xn
→ K0(πn)
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sending a function to its value at xn realizes K0(πn) as the residue field of O∧
∆,xn

. It follows
that O∧

∆,xn
is a complete equicharacteristic discrete valuation ring with maximal ideal (u −

πn)O
∧
∆,xn

; i.e. we have a K0-algebra isomorphism

O
∧
∆,xn
≃ K0(πn)[[u− πn]]

of O∧
∆,xn

with the ring of xn-centered power series over K0(πn). Since

K0(πn) ⊇ K0(π0) = K,

we see that O∧
∆,xn

uniquely contains K over K0.
Denote by ϕW : O → O the “Frobenius operator” given by acting only on coefficients:

ϕW

(∑

n>0

anu
n

)
:=
∑

n>0

ϕ(an)u
n,

so in particular ϕW is bijective and ϕO is the composition of ϕW with the pth power map
u 7→ up. From this description and the product formula (10.1.1) defining λ, we see that
ϕ−n
W (λ) has a simple zero at each zero of ϕ−n

W ◦ ϕnO(E(u)/E(0)) = E(up
n
)/E(0) in K, and so

as a function on ∆ it has a simple zero at xn ∈ ∆. We conclude that that under the natural
localization map

(10.2.1) O → O
∧
∆,xn

the element ϕ−n
W (λ) ∈ O maps to a uniformizer. Recalling that ϕD : D → D is bijective, the

composite map

O ⊗K0 D
≃

ϕ−n
W ⊗ϕ−n

D

// O ⊗K0 D(10.2.1)⊗1
// O∧

∆,xn
⊗K0 D = O∧

∆,xn
⊗K DK

thus induces a map

ιn : O
[

1
λ

]
⊗K0 D // O∧

∆,xn

[
1

u−πn

]
⊗K DK .

Concretely, up to the intervention of the isomorphism ϕ−n
W ⊗ϕ−n

D , the map ιn is nothing more
than the map sending a D-valued meromorphic function on ∆ to its Laurent expansion at
xn ∈ ∆.

Define

M (D) :=

{
δ ∈ O

[
1

λ

]
⊗K0 D

∣∣∣∣∣ ιn(δ) ∈
∑

j∈Z

(u− πn)−j Filj DK for all n > 0

}
.

Observe that the sum occurring in the definition of M (D) is a finite sum, as Filj DK = DK

for all j < 0 (D is an object of MFφ,N,Fil>0
K ) and Filj DK = 0 for all j sufficiently large (the

filtration on DK is separated). Thus, this sum really makes sense as a “finite” condition on
the polar part of δ at xn.

Remark 10.2.3. Let A be any ring and let N1 and N2 be A-modules endowed with decreasing
filtrations. Suppose that the filtration on N2 is finite, exhaustive, and separated in the sense
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that Filj N2 = N2 for j ≪ 0 and Filj N2 = 0 for j ≫ 0. The tensor product N1 ⊗A N2 has a
natural filtration given by

Filj(N1 ⊗A N2) :=
∑

m+n=j

image((FilmN1)⊗A (FilnN2)→ N1 ⊗A N2),

and this sum is finite because of the hypotheses on the filtration on N2 and the fact that
the filtration on N1 is decreasing. We apply this with A = K, N2 = DK , and N1 equal

to the fraction field O∧
∆,xn

[
1

u−πn

]
of the complete local ring O∧

∆,xn
endowed with its natural

(u − πn)-adic filtration. The sum occurring in the definition of M (D) is the O∧
∆,xn

[
1

u−πn

]
-

module

Fil0
(

O
∧
∆,xn

[
1

u− πn

]
⊗K DK

)
.

If h > 0 is any integer with Filh+1DK = 0, then we have (u−πn)hM (D) ⊆ O ⊗K0 D, and
so (since ιn(λ) is (u− πn) times a unit in O∧

∆,xn
)

M (D) ⊆ λ−hO ⊗K0 D.

Moreover, one readily checks from consideration of finite-tailed Laurent expansions that
M (D) is a closed submodule of λ−hO ⊗K0 D (because the membership condition at each xn
in the definition of M (D) is a closed condition on λ−hO ⊗K0 D). Thus, by Lemma 10.1.2,
we conclude that M (D) is a finite free O-module.

From the computation (10.1.2) we have seen that ϕO acts on O
[

1
λ

]
, so a simple calculation

shows that N∇ (see Definition 10.1.1) also acts on O
[

1
λ

]
. We define operators ϕM (D) and

N
M (D)
∇ on O

[
1
λ

]
⊗K0 D by the formulae

ϕM (D) := ϕO ⊗ ϕD and N
M (D)
∇ := N∇ ⊗ 1.

The relation (10.1.3) ensures that ϕM (D) and N
M (D)
∇ satisfy the desired “deformation” (Def-

inition 10.1.4(2b)) of the usual Frobenius and monodromy relation Nϕ = pϕN , and one cal-

culates using Definition 10.1.1 that N
M (D)
∇ satisfies the Leibniz rule in Definition 10.1.4(2a).

We remark that the above constructions can be generalized to allow for ND 6= 0. (Beware
that the definition of M (D) must be changed if ND 6= 0.) The following lemma makes no
assumptions on ND (although we have only explained the definition of M (D) when ND = 0).

Lemma 10.2.4. The operators ϕM (D) and N
M (D)
∇ preserve M (D) ⊆ O

[
1
λ

]
⊗K0 D. More-

over, the O-linear map
1⊗ ϕM (D) : ϕ∗

M (D)M (D)→M (D)

is injective, and has cokernel isomorphic to
⊕

i>0

(
O/E(u)iO

)hi ,

where hi = dimK griDK (so M (D) 6= 0 if D 6= 0).

Proof. This is essentially [30, Lemma 1.2.2]. �



162 OLIVIER BRINON AND BRIAN CONRAD

It follows at once from Lemma 10.2.4 that ϕM (D) and N
M (D)
∇ make M (D) into an object

of Modφ,N∇

/O and that if D 6= 0 then the E-height of M (D) is bounded above by the largest

i for which hi is nonzero. We have thus defined the functor M on objects. To define M

on morphisms (assuming the vanishing of the ND’s, which is the only case in which we have
explained how to define M (D)), one must check that for any morphism α : D → D′ of
effective filtered (φ,N)-modules such that ND = 0 and ND′ = 0, the map

1⊗ α : O

[
1

λ

]
⊗K0 D → O

[
1

λ

]
⊗K0 D

restricts to a morphism M (α) : M (D) → M (D) of (φ,N∇)-modules over O ; see Exercise
10.5.3.

We will define

D : Modφ,N∇

/O → MFφ,N,Fil>0
K

by sending a (φ,N∇)-module given by the data (M , ϕM , NM
∇ ) to its fiber at the origin of

the disc:

D(M ) := M /uM .

(Similarly, the functor D takes a morphism to its specialization at u = 0.) We equip D(M )
with Frobenius and monodromy operators

ϕ := ϕM mod u and N := NM

∇ mod u.

Observe that M /uM is a finite-dimensional K0-vector space, and that Nϕ = pϕN thanks
to Definition 10.1.4(2b).

In order to show that D(M ) := M /uM is an object of MFφ,N,Fil>0
K , we must equip the

K-vector space D(M )K with an effective filtration. To do this, we proceed as follows. Recall
that we have normalized | · | on K by |p| = 1/p. For any r ∈ (|π|, 1) that is in the value

group pQ of the absolute value on K
×
, “specialization at π” defines a map

(10.2.2) D(M )⊗K0 Or → D(M )⊗K0 (Or/E(u)Or) = D(M )⊗K0 K = D(M )K

(recall from §10.1 that Or is the ring of power series over K0 converging on the closed
rigid-analytic disc ∆r of radius r over K0 centered at the origin).

For any r ∈ pQ with r < 1 we write (·)|∆r to denote the functor (·)⊗O Or from O-modules
to Or-modules. If |π| < r < |π|1/p then we will define an infinite descending filtration on the
left side of (10.2.2) by Or-submodules. The K-linear pushforward of this filtration will be
the desired filtration on D(M )K; it is independent of the choice of such r. The definition of
this filtration of D(M )⊗K0 Or by Or-submodules requires:

Lemma 10.2.5. Let M be any object of Modϕ/O with E-height h.

(1) There exists a unique O-linear and ϕ-compatible map ξ = ξM

D(M )⊗K0 O

ϕD(M )⊗ϕO

UU

ξ // M

ϕM

WW
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with the property that

ξ mod u = idD(M ) .

(2) The map ξ is injective, and coker(ξ) is killed by λh.

(3) If r ∈ (|π|, |π|1/p) is in the value group of K
×
, then ξ

∣∣
∆r

has the same image in M
∣∣
∆r

as does the linearization

1⊗ ϕM : ϕ∗
OM →M

over ∆r.

Before sketching the proof of Lemma 10.2.5, let us apply it to define a filtration on
D(M ) ⊗K0 Or. It follows at once from (2) that ξ

[
1
λ

]
is an isomorphism. Moreover, (3)

readily implies that for r as in the Lemma, ξ
∣∣
∆r

is an isomorphism away from every πn ∈ ∆r

and that ξ
∣∣
∆r

induces an isomorphism

(10.2.3) D(M )⊗ Or
≃ // (1⊗ ϕM )(ϕ∗

O
M )

∣∣
∆r
.

The right side of (10.2.3) is naturally filtered by its intersections with the EiM
∣∣
∆r

. That is,

we define

Fili(1⊗ ϕM )(ϕ∗
OM )

∣∣
∆r

:= (1⊗ ϕM )(ϕ∗
OM )

∣∣
∆r
∩Ei

M
∣∣
∆r
.

Since Or is Dedekind, each Fili is a finite free Or-module. Via (10.2.3), we get a filtration
on D(M )⊗K0 Or; the image of this filtration under (10.2.2) is the desired K-linear filtration
on D(M )K . Obviously this filtration is independent of r.

Remark 10.2.6. Note that the definition of E-height implies that

Fili(1⊗ ϕM )(ϕ∗
OM )

∣∣
∆r

= Ei
M
∣∣
∆r

for i > h; in particular, for i > h the map ξ
∣∣
∆r

induces an isomorphism

Fili(D(M )⊗K0 Or) ≃ D(M )⊗K0 E
i−h

Or.

Specializing at π shows that Fili(D(M )K) = 0 for all i > h+ 1.

Proof of Lemma 10.2.5. The proof of the uniqueness goes via a standard trick in the theory
of “Frobenius modules”; see Exercise 10.5.4. For the existence of ξ, note that the data of ξ
is equivalent to a K0-linear section

s : D(M )→M

to the natural surjection such that

ϕM ◦ s = s ◦ ϕD(M ).

Begin by choosing any K0-section s0 : D(M )→M . We would like to define

s = lim
n→∞

ϕnM s0ϕ
−n
D(M )
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pointwise on D(M ). To see that this limit does indeed converge pointwise, one works on a
fixed lattice L ⊆ D(M ) and makes p-adic estimates in L and in M

∣∣
∆ρ

for all ρ ∈ (0, 1)∩pQ.

By construction s is ϕ-compatible, so ξ exists, establishing (1).
To prove (2) and (3), we fix r ∈ (|π|, |π|1/p) ∩ pQ and proceed as follows. Since ξ mod u

is an isomorphism, it follows that ξ
∣∣
∆

rpi
is an isomorphism for some (possibly large) i > 1.

By devissage, we will get to the case i = 1. If i > 1, then consider the following diagram of
finite O-modules (which we think of as coherent sheaves over ∆):

(10.2.4) ϕ∗
O

(D(M )⊗K0 O)
ϕ∗

O
(ξ)

//

≃

��

ϕ∗
O
(M )

� _

1⊗ϕM

��
D(M )⊗K0 O

ξ
// M

Due to the fact that ξ is ϕ-compatible, this diagram commutes. Moreover, since the cokernel
of the right vertical map 1⊗ ϕM is killed by Eh, where h is the E-height of M , we see that
this map is an isomorphism away from the point π ∈ ∆; in particular, it is an isomorphism
over ∆rp ⊇ ∆rpi−1 since |π| > rp.

Since ϕ−1
O

(∆rpi ) = ∆rpi−1 and ξ is an isomorphism over ∆rpi by hypothesis, we deduce
that the top arrow ϕ∗

O
(ξ) is an isomorphism over ∆rpi−1 . The right vertical map is also an

isomorphism over ∆rpi−1 , so the bottom arrow ξ must be an isomorphism over ∆rpi−1 as well.
It follows by descending induction that ξ is an isomorphism over ∆rp , and hence ϕ∗

O
(ξ) is an

isomorphism over ∆r. Thus, ξ
∣∣
∆r

is injective, so ξ is injective by analytic continuation (any

element of the kernel of the O-module map ξ must vanish over ∆r, and therefore vanishes
identically on ∆). The diagram (10.2.4) also shows that ξ

∣∣
∆r

and (1⊗ϕM )
∣∣
∆r

have the same

image. Finally, coker
(
ξ
∣∣
∆r

)
is killed by Eh, as this is true of coker(1⊗ϕM ) (by definition),

so running the above analysis of the diagram (10.2.4) in reverse shows that ϕn
O
(Eh) kills

coker(ξ
∣∣
∆

r1/pn
) for all n > 0, and hence λh kills coker(ξ). �

10.3. Slopes and weak admissibility. We now recall Kedlaya’s theory of slopes [29] and
apply it to translate weak admissibility across the equivalence of categories in Theorem
10.2.1. Kedlaya’s theory works over a certain extension of O , the Robba ring:

R := lim−→
r→1−

O{r<|u|<1},

where O{r<|u|<1} denotes the ring functions on the rigid-analytic (open) annulus {r < |u| < 1}
over K0. Observe that the transition maps in the direct limit are injective, thanks to analytic
continuation, and it follows in particular that O is naturally a subring of R. We identify R

with a certain set of formal Laurent series over K0. The ring R is equipped with a Frobenius
endomorphism

ϕR : R → R

restricting to ϕO on O ; the map ϕR is faithfully flat.



CMI SUMMER SCHOOL NOTES ON p-ADIC HODGE THEORY (PRELIMINARY VERSION) 165

The bounded Robba ring is the ring

R
b := lim−→

r→1−

O
bnd
{r<|u|<1},

where Obnd
{r<|u|<1} denotes the subring of O{r<|u|<1} consisting of those functions which are

bounded. We also define

(10.3.1) R
int :=

{∑

n∈Z

anu
n ∈ R

∣∣∣an ∈W(k) for all n ∈ Z

}
;

this is a henselian discrete valuation ring with uniformizer p.
Observe that Rb = Frac(R int), so in particular Rb is a field. In fact, the nonzero elements

of Rb are precisely the units of R. Moreover, since R int is henselian, roots of polynomials
with coefficients in Rb have canonical p-adic ordinals.

Example 10.3.1. As E is a polynomial in u with W(k)-coefficients, we have E ∈ R int ⊆ Rb.
Since the leading coefficient of E is a unit in W(k), we see that 1

p
E ∈ Rb is not in R int. It

follows that the p-adic ordinal of E is 0, so E ∈ (R int)×.

Definition 10.3.2. Let Modϕ/R be the category whose objects are pairs (M,ϕM) with M a

finite free R-module and

ϕM : M →M

a ϕR-semilinear endomorphism whose R-linearization 1 ⊗ ϕM : ϕ∗
R
M → M is an isomor-

phism. Morphisms in Modϕ/R are ϕ-compatible morphisms of R-modules. We define the

category Modϕ
/Rb similarly.

Beware that although the natural inclusion map Rb →֒ R allows us to view any R-module
as an Rb-module, R is not finitely generated as an Rb-module (since Rb is a field but the
domain R is not). Hence, the induced restriction functor from the category of R-modules
to Rb-modules does not restrict to a functor from Modϕ/R to Modϕ

/Rb .

The following example will play a crucial role in what follows:

Example 10.3.3. Let (M , ϕM ) ∈ Modϕ/O . We claim that the R-module MR := M ⊗O R

equipped with ϕMR
:= ϕM ⊗ ϕR is an object of Modϕ/R . Obviously the R-module MR is

free. Since O → R is flat and

1⊗ ϕM : ϕ∗
OM →M

is injective with cokernel killed by a power of E, we see that the R-linearization of ϕMR
is

an isomorphism, as E is a unit in R (even in R int) by Example 10.3.1.

Definition 10.3.4. Let (M,ϕM) be a nonzero object of Modϕ/R . We say that (M,ϕM) is pure

of slope zero if it descends to an object of Modϕ
/Rb such that the matrix of ϕ on the descent

has all eigenvalues with p-adic ordinal 0. By a suitable twisting procedure [29, Def. 1.6.1]
we define pure of slope s similarly, for any s ∈ Q. If (M , ϕM ) is a nonzero object of Modϕ/O ,

we say that (M , ϕM ) is pure of slope s if (MR, ϕMR
) ∈ Modϕ/R is.
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Remarks 10.3.5. (1) The notion of “pure of some slope s” is well-behaved with respect to
tensor and exterior products; see [29, Cor. 1.6.4] (whose proof also applies to exterior
products).

(2) The condition “pure of slope zero” is equivalent to the existence of a ϕM -stable R int-
lattice L ⊆ M with the property that the matrix of ϕM acting on L is invertible. This
follows by a lattice-saturation argument with the linearization of ϕM viewed over a
sufficiently large finite extension of the fraction field Rb of the henselian discrete
valuation ring R int (where “sufficiently large” means large enough to contain certain
eigenvalues); cf. Exercise 8.4.1.

(3) Since (Rb)× = R×, a linear map M ′ → M of finite free Rb-modules is a direct
summand (respectively surjective) if and only if the scalar extension M ′

R
→ MR to

R is a direct summand (respectively surjective).

The following important theorem of Kedlaya [29, Thm. 1.7.1] elucidates the structure of
R-modules.

Theorem 10.3.6 (Kedlaya). For any nonzero object (M,ϕM) of Modϕ/R, there exists a

unique filtration
0 = M0 ⊆M1 ⊆ · · · ⊆Mr = M

in Modϕ/R such that each successive quotient Mi/Mi−1 is a nonzero object of Modϕ/R that is

pure of slope si, with the rational numbers si satisfying

s1 < s2 < · · · < sr.

The filtration on a nonzero object (M,ϕM) guaranteed by Kedlaya’s theorem is called
the slope filtration of M . Observe that in contrast with the slope decomposition in the

Dieudonné-Manin classification of isocrystals over K̂un
0 (Theorem 8.1.4), here we have just a

filtration rather than a direct sum decomposition.
Given a nonzero object M of Modφ,N∇

/O , we know that (MR, ϕMR
) is a nonzero object of

Modϕ/R , and it is natural to ask if the slope filtration on (MR, ϕMR
) has an interpretation

purely in terms of M in the category Modφ,N∇

/O . This is indeed the case, as it is possible to

use ϕ and N∇ to obtain the following refinement of Theorem 10.3.6:

Theorem 10.3.7. Let M be a nonzero object of Modφ,N∇

/O . There exists a unique filtration

(10.3.2) 0 = M0 ⊆M1 ⊆ · · · ⊆Mr = M

in Modφ,N∇

/O whose successive quotients Mi/Mi−1 are nonzero objects of Modφ,N∇

/O such that

(10.3.2) descends the slope filtration of MR.

We are now able to translate the condition of weak admissibility for a filtered (φ, N)-
module across the equivalence of categories in Theorem 10.2.1.

Theorem 10.3.8. A nonzero object D of MFφ,N,Fil>0
K is weakly admissible if and only if the

nonzero M (D) is pure of slope zero.

Proof. Since M is an exact covariant tensor-compatible functor, we have

∧iM (D) ≃M (∧iD)
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for all i > 0. But M is an equivalence, so therefore it preserves rank (using the characteri-
zation of rank in terms of exterior algebra). It follows that

det M (D) ≃M (detD).

Recalling that

(10.3.3) tN(D) = tN (detD) and tH(D) = tH(detD),

we are motivated to first treat the case that dimK0 D = 1.
If dimK0 D = 1 then since N is nilpotent, we must have N = 0. Setting h := tH(D), by

the definition of tH(D) we have Filj DK = DK for all j 6 h and Filj DK = 0 for all j > h+1.
Thus, from the definition of M (D) (given in §10.2) we see that

M (D) = λ−h(O ⊗K0 D).

If we select a K0-basis e of D, then ϕD(e) = αe for some α ∈ K×
0 ; by the definition of tN(D),

we have ordp(α) = tN (D). Viewing e as a O-basis of O ⊗K0 D, we calculate (using (10.1.2))

(10.3.4) ϕM (D)(λ
−he) = ϕO(λ)−hαe =

(
E(u)

E(0)

)h
α(λ−he).

NowE(u) ∈ (R int)× by Example 10.3.1, andE(0) ∈ p·W(k)× ⊆ p·(R int)× so (E(u)/E(0))h ∈
p−tH(D) · (R int)× by the definition of h. Since α ∈ ptN (D) · (R int)×, we conclude from (10.3.4)
that M (D) is pure of slope tN(D)− tH(D) (by the definition of “pure slope”). This settles
the case that D has rank 1.

It now follows formally from the properties of M (such as det-compatibility) and of slopes,
and the identities (10.3.3), that a nonzero D is weakly admissible when M (D) is pure of
slope zero.

For the converse, suppose that D is nonzero and weakly admissible. By Theorem 10.3.7,
the slope filtration of M (D)R descends to

(10.3.5) 0 = M0 ⊆M1 ⊆ · · · ⊆Mr = M (D)

in Modφ,N∇

/O with nonzero Mi/Mi−1 ∈ Modφ,N∇

/O pure of slope si ∈ Q such that

s1 < s2 < · · · < sr.

Our goal is to show that r = 1 and s1 = 0.
Set di := rkO Mi/Mi−1 and note that di > 1. Since ∧di(Mi/Mi−1) is pure of slope sidi

by the proof of [29, Cor. 1.6.4], it follows that det M (D) ≃ ⊗ det(Mi/Mi−1) is pure of
slope

∑
i sidi. On the other hand, we deduce from our calculations in the rank-1 case that

M (det(D)) is pure of slope

tN (detD)− tH(detD) = tN(D)− tH(D) = 0

by (10.3.3) and the weak admissibility hypothesis. Since det M (D) = M (detD) as observed
before, we conclude that

(10.3.6)
∑

i

sidi = 0.

As s1 < s2 < · · · < sr, in order to show what we want (r = 1 and s1 = 0) it is therefore
enough to show that s1 > 0.



168 OLIVIER BRINON AND BRIAN CONRAD

Since M is an equivalence of categories by Theorem 10.2.1, corresponding to the nonzero
subobject M1 of M (D) (in Modφ,N∇

/O ) is a nonzero subobject D1 of D (in MFφ,NK ) with

M1 = M (D1).

We have calculated that det M1 is pure of slope s1d1, so since det M1 = M (detD1), which
is pure of slope tN(D1)− tH(D1) (again by the rank-1 case), we conclude that

s1d1 = tN(D1)− tH(D1) > 0

asD1 is a nonzero subobject of the weakly admissible filtered (φ,N)-moduleD (and therefore
tN(D1)− tH(D1) > 0 by the definition of weak-admissibility). This gives s1 > 0, as required.

�

10.4. Integral theory. We now describe a certain “integral theory” that will be used in
§11 to study semi-stable Galois representations. To motivate this theory, we first define a
new category of linear algebra data.

Definition 10.4.1. Let Modφ,N/O be the category whose objects are triples (M , ϕM , N) where

(1) the pair (M , ϕM ) is an object of Modϕ/O ,

(2) N : M /uM →M /uM is a K0-linear endomorphism satisfying

Nϕ = pϕN,

where ϕ := ϕM mod u.

Morphisms in Modφ,N/O are O-module homomorphisms compatible with ϕM and N .

Note that Modφ,N/O is defined exactly like Modφ,N∇

/O , except that we only impose a mon-

odromy operator “at the origin.” Denote by Modφ,N∇,0
/O and Modφ,N,0/O the full subcategories

of Modφ,N∇

/O and Modφ,N/O , respectively, consisting of those objects that are 0 or of pure slope

zero (where M is said to be pure of slope zero if M ⊗O R is; cf. Definition 10.3.4). There
is a natural “forgetful” functor

(10.4.1) Modφ,N∇

/O → Modφ,N/O

defined by sending the triple (M , ϕM , N∇) to the triple (M , ϕM , N∇ mod u). Using the
quasi-inverse equivalences of categories M and D, one proves (see [30, Lemma 1.3.10(2)]):

Lemma 10.4.2. The functor (10.4.1) is fully faithful.

By Theorems 10.2.1 and 10.3.8, we obtain an exact, fully faithful tensor-functor

(10.4.2) w.a.MFφ,N,Fil>0
K

≃

M

// Modφ,N∇,0
/O

� �

(10.4.1)
// Modφ,N,0/O .

The purpose of the “integral” theory that we will introduce is to describe the category
Modφ,N,0/O and the essential image of (10.4.2) in more useful terms. Before we embark on

this task, let us remark that by the exactness of D, the “inverse” to (10.4.2) on its essential
image is also exact.
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Let S := W(k)[[u]], and denote by ϕS the unique semi-linear extension of the Frobenius
endomorphism of W(k) to S that satisfies ϕS(u) = up. We now define analogues of Modϕ/O
and Modφ,N/O using S-modules.

Definition 10.4.3. Let Modϕ/S be the category whose objects are pairs (M, ϕM) where:

(1) M is a finite free S-module and ϕM is a ϕS-semilinear endomorphism,
(2) M is of finite E-height in the sense that the cokernel of the S-linearization

1⊗ ϕM : ϕ∗
SM→M

is killed by some power Eh of E (so 1⊗ ϕS is injective, and hence so is ϕM).

Morphisms in Modϕ/S are ϕ-equivariant morphisms of S-modules.

As usual, we enhance the category Modϕ/S by adding a “monodromy operator”:

Definition 10.4.4. Let Modφ,N/S be the category whose objects are triples (M, ϕM, NM)

where:

(1) the pair (M, ϕM) is an object of Modϕ/S,

(2) NM is a K0-linear endomorphism of (M/uM)⊗W(k) K0 which satisfies

NM ◦ ϕM = pϕM ◦NM

(with ϕM := ϕM mod u).

Morphisms in Modφ,N/S are morphisms in Modϕ/S compatible with N mod u.

Remark 10.4.5. Note that the definition of Modφ,N/S parallels that of Modφ,N/O , except that

we only impose NM on (M/uM) ⊗W(k) K0 and not on M/uM. (This lack of integrality
conditions on NM is solely because it is unclear if Lemma 10.4.7 is true with an integrality
requirement on NM.) Further, observe that Modϕ/S embeds as a full subcategory of Modφ,N/S
by taking NM = 0. We will not need the category Modϕ/S until §11.

Remark 10.4.6. By Exercise 10.5.5, we have that S
[

1
p

]
= Obnd (the ring of rigid-analytic

functions on the open unit disc that are bounded) and that the natural inclusion

S

[
1

p

]
→ O

is faithfully flat. Moreover, it follows at once from the definition (10.3.1) of R int that we
have a natural inclusion

S(p) → R
int

which is moreover faithfully flat, as it is a local extension of discrete valuation rings.
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For the convenience of the reader, we summarize the relationships between the various
rings considered above in the following diagram:

(10.4.3) S := W(k)[[u]] � � //
� _

��

S
[

1
p

]
Obnd � � //

� _

��

O� _

��
S(p)

� � //
R int � � // Frac(R int) = Rb � � // R

Rb − {0}
?�

OO

R×
?�

OO

Let M be any object of Modφ,N/S . Then M := M ⊗S O is an object of Modφ,N/O . In fact,

since the natural inclusion S →֒ O →֒ R has image in R int and E ∈ (R int)×, it follows from
Remark 10.3.5(2) that M⊗SO is pure of slope zero if M 6= 0. Since p is invertible in O , the

resulting functor Modφ,N/S → Modφ,N/O factors through the p-isogeny category, so we obtain a

functor

(10.4.4) Θ : Modφ,N/S ⊗Qp → Modφ,N,0/O M 7→M⊗S O .

that respects tensor products and is exact.

Lemma 10.4.7. The functor Θ of (10.4.4) is an equivalence of categories.

Proof. We just explain how to functorially (up to p-isogeny) equip any object M of Modφ,N,0/O

with a S-structure, and refer the reader to the proof of [30, Lemma 1.3.13] for the complete
argument. The key algebraic inputs are:

R
b ∩ O = O

bnd = S

[
1

p

]
and R

int ∩ O = S,

where both intersections are taken inside of the Robba ring R; see (10.4.3). The idea to
exploit this is the following: by definition of pure slope zero (Definition 10.3.4 and Remark
10.3.5(2)), there is a descent of MR := M ⊗O R ∈ Modϕ/R to an object MRb of Modϕ

/Rb with

a ϕ-stable R int-lattice L ⊆MRb . We “glue” the O-module M and the R int-lattice L to get
a module M over O ∩R int = S.

To be more precise, MRb is functorial in MR [29, Prop. 1.5.5], and under the isomorphism

MRb ⊗Rb R ≃MR

there exists a subset of MR that is both an O-basis of M and an Rb-basis of MRb . Indeed,
if we choose an O-basis {vi} of M and an Rb-basis {wj} of MRb then each is an R-basis
of MR , so there is an invertible matrix A over R carrying {vi} to {wj}. By the first part
of [27, Prop. 6.5], we can express A as a product (in either order) of an invertible matrix
over O and an invertible matrix over Rb, so by using such factor matrices to change the
respective choices of {vi} over O and {wj} over Rb we get the asserted “common basis”. It
follows that

M
b := M ∩MRb ⊆MR
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is a ϕ-stable, finite free Rb ∩ O = S
[

1
p

]
-module descending (M , ϕM ). This shows that Θ

is fully faithful, since for any object M of Modφ,N/S , the object M := M⊗S O satisfies

M
b = M

[
1

p

]
,

so we recover M up to p-isogeny from M .
Now for any object M of Modφ,N/O , the R int-lattice L inside MRb allows one to equip

M b = M ∩MRb with the desired S-structure (up to p-isogeny); see the proof of [30,
Lemma 1.3.13] for the details. �

Using the fully faithful functor (10.4.2) and the “inverse” of Θ in (10.4.4), we have:

Corollary 10.4.8. There exists an exact and fully faithful tensor functor

(10.4.5) Θ̃ : w.a.MFφ,N,Fil>0
K →֒ Modφ,N/S ⊗Qp.

Thus, for any object D of w.a.MFφ,N,Fil>0
K , there is a canonical S-structure on M (D) up

to p-isogeny. For example, in the next section, we will be particularly interested in the case
that

D = Dst(V ) :=
(
Bst ⊗Qp V

)GK

for some object V of Repst
Qp

(GK).

We now wish to describe the essential image of Θ̃. To do this, we must answer the following
question: for which objects M of Modφ,N/S does the object M := M⊗S O of Modφ,N,0/O admit

an operator NM
∇ as in Definition 10.1.4(2) that lifts NM⊗1 on (M/uM)⊗W(k)K0 = M /uM

and makes the triple (M , ϕM , NM
∇ ) into an object of Modφ,N∇

/O ?

Thanks to Lemma 10.2.5, for any object M of Modφ,N/O we have an injective map of finite

free O-modules

ξ : D(M )⊗K0 O →֒M

with cokernel killed by λh (where h is the E-height of M ), so in particular ξ is an isomorphism
after inverting λ. Therefore, there exists a unique connection

(10.4.6) ∇M : M

[
1

λu

]
→M

[
1

λu

]
⊗O Ω1

∆/K0

satisfying ∇M (d) = −N(d)du
u

for all d ∈ D(M ). Moreover, ∇M commutes with ϕM and has
poles of order at most h supported on the zeroes of λ, and at worst a simple pole at u = 0.

Defining NM
∇ : M [1/λu]→M [1/λu] by the relation

(10.4.7) ∇M (m) = −1

λ
NM

∇ (m)
du

u

for all m ∈M , as in Remark 10.1.5, gives the only possible NM
∇ for M = M⊗SO as above.

In case M has O-rank 1, it follows from a calculation (see the proof of [30, 1.3.10(3)]) that
∇M has at worst simple poles; that is, NM

∇ carries M into itself in the rank-1 case. Thus:
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Corollary 10.4.9. Let M be an object of Modφ,N/S ⊗Qp and let M := M ⊗S O be the

corresponding object of Modφ,N,0/O . Then M is in the image of Θ̃ if and only if the connection

∇M as in (10.4.6) has at worst simple poles (equivalently, if and only if the operator NM
∇

defined by (10.4.7) is holomorphic). In particular, any such M with S-rank 1 is in the image

of Θ̃.

10.5. Exercises.

Exercise 10.5.1. Prove that the infinite product in (10.1.1) does converge uniformly on closed
subdiscs of ∆.

Exercise 10.5.2. This exercise shows how λ in (10.1.1) is an analogue of the p-adic logarithm.
If we work with E(u) = (u+1)p−1 = Φp(u+1) and take π = ζp−1, then instead of working
with a compatible system of p-power roots of π (which is not “Galois” over K0) we might
instead prefer to work with the system of values ζpn − 1 where {ζpn} is a compatible system
of p-power roots of unity. This leads to the following considerations.

Change the definition of ϕO by requiring ϕO(u) := (u + 1)p − 1 (rather than u 7→ up).
We claim that with these choices, the analogous definition of λ akin to (10.1.1) will give

λ = log(1+u)
u

. Indeed, check that with the modified definition of ϕO as just made, the formula
in (10.1.1) works out as follows:

λ = lim
N→∞

N∏

n=0

Φpn(u+ 1)

p
=

1

u
· lim
N→∞

(u+ 1)p
N − 1

pN
=

log(1 + u)

u
,

where you should use the binomial theorem and simple p-adic estimates on the explicit
binomial coefficients to justify the final equality and the uniform convergence of the product
on each ∆r.

Exercise 10.5.3. Let α : D → D′ be a map of filtered φ-modules (so vanishing monodromy)
which have effective filtrations (i.e., their nonzero gr’s only occur in degrees > 0). Show that
the map

1⊗ α : O

[
1

λ

]
⊗K0 D → O

[
1

λ

]
⊗K0 D

restricts to a morphism M (α) : M (D)→M (D) of (φ,N∇)-modules over O . You will need
to use the definition of M and the fact that α respects the filtrations.

Exercise 10.5.4. Prove the uniqueness of ξ as in Lemma 10.2.5(1). Rather generally, by
taking differences, the problem is to prove that if ξ : M ′ →M is a morphism in Modϕ/O such

that ξ(M ′) ⊆ uM then prove that ξ = 0. (Hint: if ξ 6= 0, show there is a maximal n > 1
such that ξ = unh for an O-linear map h : M ′ → M ; beware that h is not ϕ-compatible!
Use the ϕ-compatibility of ξ and that n > 1 to get a contradiction.)

Exercise 10.5.5. Let A be a complete discrete valuation ring, and F its fraction field. Let
f =

∑
cnu

n ∈ F [[u]] be a formal power series over F .

(1) Prove that f converges on the open unit disc over F if and only if |cn|rn → 0 for each
0 < r < 1. Give a counterexample if one only works with F -rational points of the
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open unit disk. Give an example of such a convergent series with A = Zp for which
the |cn|’s are unbounded.

(2) Assuming that f does converge on the open unit disc over F , prove that it is bounded
on this disc if and only if the |cn|’s are bounded. In other words, prove that A[[u]]⊗AF
is the F -algebra Obnd of bounded functions on the rigid-analytic open unit disk over
F .

(3) Deduce that Obnd is a Dedekind domain, and prove that Obnd → O is faithfully flat.

11. S-modules and applications

We now turn to the task of introducing the category of S-modules, roughly an integral
version of the category of vector bundles with connection from §10, and we set up a fully
faithful functor from the category of effective weakly admissible filtered (φ,N)-modules to
the isogeny category of S-modules (and we describe the essential image). In the reverse
direction we construct a fully faithful functor from the category of S-modules into the
category of GK∞

-stable lattices in semistable GK-representations, where K∞/K is generated
by compatible p-power roots of a uniformizer π of OK .

As applications, we obtain a proof of the conjecture of Fontaine that the natural fully
faithful functor from semistable representations to weakly admissible modules is an equiv-
alence, and we obtain a proof of the conjecture of Breuil that restriction from crystalline
GK-modules to underlying GK∞

-modules is fully faithful. We also use S-modules to describe
the category of all GK∞

-stable lattices in crystalline representations of GK .
We begin by using the fully faithful tensor-compatible functor

w.a.MFφ,N,Fil>0
K

� �
eΘ // Modφ,N/S ⊗Qp

D
� // “S-structures on M (D)”

to study Repst
Qp
GK . For any profinite group Γ, we define:

Reptor(Γ) = category of continuous Γ-representations on
finite discrete abelian p-groups,

RepZp
(Γ) =

category of continuous linear Γ-representations on
finitely generated Zp-modules,

Repfree
Zp

(Γ) =
category of continuous linear Γ-representations on
finite free Zp-modules,

RepQp
(Γ) =

category of continuous linear Γ-representations on
finite-dimensional Qp-vector spaces.

Morphisms in each category are the obvious ones. Observe that RepQp
(Γ) is the p-isogeny

category of Repfree
Zp

(Γ).

Recall that K/K0 is a totally ramified extension of K0 = Frac(W(k)) with uniformizer
π ∈ OK . Choose a compatible sequence of p-power roots of π,

πn := pn√
π ∈ K (π0 = π),
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and set K∞ := ∪K0(πn) ⊆ K and GK∞
:= Gal(K/K∞) ⊆ GK .

The main goals of this section are:

(1) Show that weakly admissible implies admissible; i.e. that if D is a nonzero object of
w.a.MFφ,NK then

D = Dst(V ) :=
(
Bst ⊗Qp V

)GK

for some object V of Repst
Qp

(GK).

(2) Show that the restriction of the natural functor

RepQp
(GK)→ RepQp

(GK∞
)

to the subcategory of crystalline representations Repcris
Qp

(GK) ⊆ RepQp
(GK) is fully

faithful, and describe GK∞
-stable Zp-lattices in crystalline p-adic representations of

GK using Modϕ/S (recall from Definition 10.4.3 that this is “the category Modφ,N/S
with N = 0”). Beware that the restriction functor Repst

Qp
(GK) → RepQp

(GK∞
) is

not fully faithful, so the crystalline condition in (2) above is essential. See Exercise
11.4.4.

11.1. Étale ϕ-modules revisited. In §3 we developed the theory of étale ϕ-modules, and
now we wish to reinterpret some aspects of that theory by using the ring R = lim←−OK/(p) =
lim←−OCK

/(p) in a new way. Recall that in our earlier work with R we chose an element

p̃ ∈ R with p̃(0) = p (which amounts to choosing a compatible system of p-power roots of p
in OK), and we used it to do several things (e.g., [p̃]− p generates ker θ). Now we shall use
a variant of this element that is adapted to our particular field K. Using our fixed choice of
compatible system {πn} of pnth roots of π in OK (n > 0), we define

π̃ := (πn)n>0 ∈ R.
Observe that by its definition, the isotropy subgroup of π̃ in GK is GK∞

. There is a natural
map

(11.1.1) S = W(k)[[u]]

ϕS

		
� � // W(R)

FrobR

		

∑
n>0 anu

n � //
∑

n>0 an[π̃]n

which is GK∞
-invariant (by definition of π̃) and ϕ-compatible (as [π̃p] = [π̃]p). Since π̃ ∈

FracR is nonzero we have [π̃] ∈W(FracR)×, so (11.1.1) extends to a map

(11.1.2) S
[

1
u

]
� � // W(FracR) .

The source of this map is a Dedekind domain in which (p) is a prime ideal and the target is
a complete discrete valuation ring with uniformizer p, so (11.1.2) gives a map

j : S
[

1
u

]∧
(p)

� � // W(FracR)
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that fits into a commutative diagram

(11.1.3) OE := S
[

1
u

]∧
(p)

� � j //

����

W(FracR)

����
k((u)) // FracR

(with both horizontal maps defined by sending u to [π̃], and the bottom map over k). Since
Frac(R) is algebraically closed, the bottom side of the diagram provides a separable closure
of k((u)) in Frac(R).

The ring OE in (11.1.3) is a complete discrete valuation ring with uniformizer p, and it
has a “Frobenius endomorphism” ϕOE

induced by ϕS; due to the ϕ-equivariance of (11.1.1),
the horizontal maps in (11.1.3) are ϕ-compatible. Let Oun

E
/OE be the maximal unramified

extension of OE with respect to the separable closure k((u))sep ⊆ Frac(R) of k((u)). We define

E := Frac(OE ) and E
un := Frac(Oun

E ).

By the universal property of the strict henselization Oun
E

of OE , there exists a unique map

j̃ : O
un
E →֒W(FracR)

over j which lifts the inclusion k((u))sep →֒ FracR on residue fields. We thus obtain a
commutative diagram

Ôun
E

[1/p] = Ê un � � // W(FracR)[1/p]

Ôun
E

?�

OO

� w

**UUUUUUUUUUUUUUUUUUUUU

Oun
E

?�

OO

� �
ej // W(FracR)

?�

OO

OE

?�

OO

'
� j

44iiiiiiiiiiiiiiiiiiiii

The unicity of j̃ implies that the GK∞
-action on W(FracR) over OE preserves the subring

j̃(Oun
E

).

Remark 11.1.1. The natural map S → OE is flat since it factors through an injection from
the Dedekind localization S[1/p], and the natural map S(p) → OE is faithfully flat (as it is a
local extension of discrete valuation rings). Moreover, since E ≡ ue mod p (e = [K : K0]),
we see that E ∈ O

×
E

because OE is a discrete valuation ring having residue field k((u)).

The following important theorem is a special case of the general isomorphism (1.3.1) from
the theory of norm fields, and as we saw in §3 it allows us to study GK∞

-representations via
characteristic-p methods:
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Theorem 11.1.2. The natural action of GK∞
on Oun

E
via the inclusion j̃ induces an iso-

morphism of topological groups

GK∞

≃ // Aut(Oun
E
/OE ) ≃ Gk((u)).

We will not prove this theorem in these notes; the analogous case of K(µp∞) will be proved
in §13.4. To handle cases beyond the cyclotomic case it seems best to argue by using the
entire general theory of norm fields as in [51]. In what follows, we shall apply the theory
from §3 with the axiomatic ring OE there taken to be OE as just defined above (using π̃). In
particular, we note that via Theorem 11.1.2, Fontaine’s functors DE and VE from Theorem
3.2.5 and Theorem 3.3.4 provide equivalences between the category RepZp

(GK∞
) and the

category ΦM ét
OE

of étale ϕ-modules, as well as between the corresponding isogeny categories
upon inverting p, all compatibly with the operations of linear algebra.

Example 11.1.3. It follows from Remark 11.1.1 that for any object M of Modϕ/S, the scalar

extension M := OE ⊗S M is an étale ϕ-module.

We have seen in our development of p-adic Hodge theory that contravariant functors are
sometimes more convenient than covariant functors. In what follows it correspondingly turns
out that contravariant versions of the functors from §3 will be more useful than the covariant
ones which were studied there. in view of how the duality functors were defined in §3, we
are led to define the following categories and contravariant functors between them.

Definition 11.1.4. Define Modϕ/OE
to be the category of étale ϕ-modules over OE whose

underlying OE -modules is finite free, and Modϕ,tor/OE
to be the category of étale ϕ-modules over

OE whose underlying OE -module is torsion.
Define the contravariant functors

V ∗
OE

: Modϕ/OE
→ Repfree

Zp
(GK∞

), D∗
OE

: Repfree
Zp

(GK∞
)→ Modϕ/OE

by

V ∗
OE

(M) := HomOE ,ϕ

(
M, Ôun

E

)
, D∗

OE
(V ) = HomZp[GK∞

](V, Ô
un
E

),

and similarly on torsion categories using E un/Oun
E

in place of Ôun
E

.

In Theorem 3.2.5 we considered covariant equivalences denoted DE and VE between the
bigger categories ΦM ét

OE
and RepZp

(GK∞
) (allowing p-power torsion). The relation with

the above contravariant functors on “finite free” objects is that for M ∈ Modϕ/OE
and T ∈

Repfree
Zp

(GK∞
) we have natural isomorphisms

DE (T ) := (T ⊗Zp Ôun
E

)GK∞ ≃ D∗
OE

(T∨)∨

and
VE (M) := (M ⊗Zp Ôun

E
)ϕ=id ≃ V ∗

OE
(M∨)∨

in Repfree
Zp

(GK∞
) and Modϕ/OE

respectively, using usual linear duality on finite free modules

(i.e., HomOE ,ϕ(·,OE ) and HomZp[GK∞
](·,Zp)). We have the same formulas in the torsion cases,

except that the duality functors must be defined using maps into E un/Oun
E

and Qp/Zp.
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In view of these formulas, Theorem 3.2.5 immediately gives that V ∗
OE

and D∗
OE

are quasi-
inverse equivalences between the categories of finite free objects, as well as between the
categories of torsion objects.

Our aim is to adapt the theory of étale ϕ-modules to study S-modules (rather than
OE -modules), and to find an analogue of Theorem 3.2.5 describing the essential image of
Repcris

Qp
(GK) in RepQp

(GK∞
) in terms of S-modules and certain linear algebra data on them.

To do this, we will replace Oun
E

and Ôun
E

with

Sun := OE un ∩W(R) ⊆W(FracR),

Ŝun := ÔE un ∩W(R) ⊆W(FracR).

Note that S ⊆ OE ∩W(R) (so Sun is a flat S-module). In Exercise 11.4.1 you will show

that Ŝun is isomorphic to the p-adic completion of Sun, thereby justifying the notation.
Beware that, unlike the case of modules over the discrete valuation ring OE , finitely gen-

erated p-power torsion S-modules need not be isomorphic to a direct sum of modules of the
form S/pnS. (For example, let I ⊆ S be the ideal I = (p2 − u, u2), and consider the mod-
ule S/I.) The correct analogue of “finitely generated p-power torsion OE -module” in this
context turns out to be a finite p-power torsion S-module of projective dimension at most
1. (Over a discrete valuation ring, all finitely generated modules have projective dimension
at most 1.)

11.2. S-modules and GK∞
-representations. Recall the definition (Definition 10.4.3) of

the category Modϕ/S. We will treat this category as an analogue of the category Modϕ/OE
of

étale ϕ-modules over OE with finite free underlying OE -module. We now define the S-module
analogue of the category of torsion étale ϕ-modules over OE :

Definition 11.2.1. Let Modϕ,tor/S be the category whose objects are finite S-modules M

such that:

(1) M is killed by some power of p and projdim M 6 1,
(2) there is a ϕS-semilinear map ϕM : M→M such that the S-linearization

1⊗ ϕM : ϕ∗
SM→M

is injective and has cokernel killed by some power Eh of E (so ϕM is injective).

Morphisms in Modϕ,tor/S are ϕ-compatible maps of S-modules.

Observe that if M is a direct sum of S-modules of the type S/pnS then any ϕS-semilinear
map ϕM : M→M has S-linearization that is automatically injective since the image of E
in (S/pS)[1/u] = k((u)) is a unit. Although not every object M of Modϕ,tor/S is a direct sum

of objects of the form S/pnS, we do have:

Lemma 11.2.2. Every object M of Modϕ,tor/S is a successive extension of objects that are free

over S/pS.

Proof. See the proof of [30, Lemma 2.3.2], and note that although that proof assumes that
the cokernel of 1⊗ϕM : ϕ∗

SM→M is killed by E, the same argument works with any power
Eh of E. �
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Using that
S/pS = k[[u]] ⊆ k((u)) = OE /pOE ,

some nontrivial calculations of Fontaine give:

Lemma 11.2.3. Let M be any object of Modϕ,tor/S . Then there is a natural isomorphism of

Zp[GK∞
]-modules

V ∗
S(M) := HomS,ϕ

(
M,Sun

[
1
p

]
/Sun

)
≃ // V ∗

OE
(OE ⊗S M) .

It follows immediately from this lemma and Remark 11.1.1 that V ∗
S is exact, commutes

with tensor products, and

if M ≃
⊕

i

S/pniS then V ∗
S(M) ≃

⊕

i

Z/pniZ.

Passing to inverse limits gives:

Corollary 11.2.4. We have:

(1) Let M be any object of Modϕ/S. Then

V ∗
S(M) := HomS,ϕ

(
M, Ŝun

)

is a finite free Zp-module of rank equal to rkS(M), and the natural map of Zp[GK∞
]-

modules
V ∗

S(M) // V ∗
OE

(M⊗S OE )

obtained by extending scalars to OE is an isomorphism.
(2) Let V ∗

S : Modϕ/S→ Repfree
Zp

(GK∞
) be the functor defined in (1). For all n > 1, there

are natural isomorphisms

V ∗
S(M)/(pn)

≃ // HomS,ϕ (M/pnM,Sun/pnSun)
≃ // V ∗

S(M/pnM).

Thus, the functor V ∗
S on the category Modϕ/S is exact and commutes with tensor products.

Remark 11.2.5. For any object M of Modϕ/S, the Zp[GK∞
]-module

V S∗(M) :=
(
M⊗S Ŝun

)ϕ=1

satisfies
V S∗(M)∨ ≃ V ∗

S (M∨) .

Just as the functor D∗
OE

provides a quasi-inverse to V ∗
OE

, we have the following S-module
analogue:

Lemma 11.2.6. Let M be an object of Modϕ/S with S-rank equal to d, and define

M′ := HomZp[GK∞
]

(
V ∗

S(M), Ŝun
)
.

Then M′ is a finite-free S-module of rank d, and the natural map M→M′ is injective.

Using Corollary 11.2.4 and Lemma 11.2.6, one can prove:
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Proposition 11.2.7. The functor Modϕ/S→ Modϕ/OE
given by

(11.2.1) M 7→M⊗S OE

(see Example 11.1.3) is fully faithful.

The proof of Proposition 11.2.7 is a straightforward adaptation of the “gluing argument”
in the proof of Lemma 10.4.7, replacing R and O with OE and S respectively. However, it
requires one extra ingredient:

Lemma 11.2.8. Let h : M′ →M be a morphism in Modϕ/S. If

h⊗ 1 : M′ ⊗S OE →M⊗S OE

is an isomorphism, then so is h.

Proof. Since M′ and M must have the same S-rank, we can pass to determinants to reduce
to the case that M′ and M both have rank 1. Let M ′ := Θ(M′) = M′ ⊗S O and M :=

Θ(M) = M ⊗S O be the corresponding objects of Modφ,N,0/O under the equivalence Θ of

(10.4.4). The map h thus induces a nonzero map between rank-1 O-modules

(11.2.2) h⊗ 1 : M
′ →M .

By the equivalence of categories of Theorem 10.2.1, this map corresponds to a nonzero map

D(h⊗ 1) : D(M ′)→ D(M )

of rank-1 objects of MFφ,N,Fil>0
K . By the final part of Corollary 10.4.9, these filtered (φ,N)-

modules are weakly admissible.
A 1-dimensional weakly admissible filtered (φ,N)-module has its unique filtration jump

determined by its slope, so any nonzero map between such rank-1 objects is not only a K0-
linear ϕ-compatible isomorphism, but also respects the filtrations in both directions. (This
is not true without the weak admissibility property!) Hence, D(h ⊗ 1) is an isomorphism.

Since D is an equivalence, it follows that (11.2.2) is an isomorphism. But S
[

1
p

]
→ O is

faithfully flat by Remark 10.4.6, so the map

h

[
1

p

]
: M′

[
1

p

]
→M

[
1

p

]

is an isomorphism as well. To conclude that h itself is an isomorphism, it remains to show
that it is an isomorphism over S(p) since S is a normal noetherian domain. (See Exercise
11.4.3.) But S(p) → OE is faithfully flat by Remark 11.1.1, so the isomorphism claim
follows. �

Recall from Proposition 9.1.11 that the functor

Dcris : Repcris,60
Qp

(GK) // w.a.MFϕ,Fil>0
K

V
� //

(
Bcris ⊗Qp V

)GK
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is fully faithful, with inverse given by the restriction of Vcris to the image of Dcris. Combining
this with Corollary 10.4.8, we obtain a fully faithful functor

(11.2.3) Repcris,60
Qp

(GK) � �

Dcris

// w.a.MFϕ,Fil>0
K

� �

eΘ
// Modϕ/S⊗Qp.

On the other hand, by Proposition 11.2.7 we have a fully faithful functor

(11.2.4) Modϕ/S⊗Qp
� �

(11.2.1)
// Modϕ/OE

⊗Qp
V ∗

OE

≃ //
(
Repfree

Zp
(GK∞

)
)
⊗Qp ≃ RepQp

(GK∞
)

(which coincides with the functor V ∗
S on p-isogeny categories thanks to Corollary 11.2.4(1)).

Definition 11.2.9. An object in the essential image of (11.2.4) is called a p-adic GK∞
-

representation with finite E-height.

We will see later that Dcris is an equivalence of categories (i.e. weakly admissible implies
admissible) and that the composite functor

Repcris,60
Qp

(GK) � �

(11.2.3)
// Modϕ/S⊗Qp

� �

(11.2.4)
// RepQp

(GK∞
)

coincides with the “restriction functor” RepQp
(Gk)→ RepQp

(GK∞
) evaluated on crystalline

representations.
Using S-modules, we now describe GK∞

-stable Zp-lattices in p-adic GK∞
-representations

of finite E-height:

Lemma 11.2.10. Fix an object M of Modϕ/S with S-rank at most d, let V := V ∗
S(M)⊗Qp

be the corresponding d-dimensional object of RepQp
(GK∞

), and set ME := M ⊗S E . Then
the functor

V ∗
S : Modϕ/S // Repfree

Zp
(GK∞

)

restricts to a bijection between objects N of Modϕ/S that are contained in ME and have S-rank

d, and GK∞
-stable Zp-lattices L ⊆ V with rank d.

The proof will show that the E-height of N as in the lemma is independent of N (and is
equal to the E-height of M).

Idea of proof. By Theorem 3.2.5, for any GK∞
-stable Zp-lattice L ⊆ V there is a unique

object N of Modϕ/OE
that is contained in ME with full OE -rank and satisfies

L = V ∗
OE

(N )

(recall N is given explicitly by N = HomZp[GK∞
]

(
L, ÔE un

)
). The key idea is to adapt the

gluing method used in the proof of Lemma 10.4.7, using Corollary 11.2.4 and Proposition
11.2.7 to show that

N := N ∩M
[
1

p

]
⊆ME

is an object of Modϕ/S (e.g., it is finite and free over S) and that the natural map

N⊗S OE → N

is an isomorphism. See the proof of [30, Lemma 2.1.15] for the details. �
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11.3. Applications to semistable and crystalline representations. Recall that the
ring of p-adic periods Bst = Bst,K is intrinsic but its map to BdR depends on a choice of

GK-equivariant logK : K
× → K with logK(p) ∈ K0; we made the convention logK(p) = 0.

The filtration on Dst(V )K depends on this choice. The functor

Dst : RepQp
(Gk) // MFφ,NK

V
� //

(
V ⊗Qp Bst

)GK

has restriction to Repst
Qp

(Gk) that is fully faithful and has image in the subcategory w.a.MFφ,NK
of weakly admissible filtered (φ,N)-modules (Proposition 9.2.14 and Theorem 9.3.4).

On the full subcategory Repst,60
Qp

(GK) of representations having Hodge-Tate weights 6 0,

the functor Dst has image contained in the subcategory w.a.MFφ,N,Fil>0
K . We have the following

diagram of categories, in which all sub-diagrams commute, except possibly the large rectangle
near the bottom:

Repst,60
Qp

(GK) � � Dst // w.a.MFφ,N,Fil>0
K

≃

Thm.10.3.8
// Modφ,N∇,0

/O
� �

(10.4.1)
// Modφ,N,0/O

Repcris,60
Qp

(GK)

res

��

?�

OO

� � Dcris // w.a.MFϕ,Fil>0
K

?�

OO

≃

Thm.10.3.8
// Modφ,N∇,0,N=0

/O

?�

OO

� � // Modϕ,0/O

?�

(†)

OO

Modφ,N/S ⊗Qp

(10.4.4)FF

≃
bbFFFFF

;;

(†)
-
 xx

xx
xx

xx
xx

��

RepQp
(GK∞

) Modϕ
OE
⊗Qp

V OE ∗

≃oo Modϕ/S⊗Qp? _
(11.2.7)

oo

(10.4.7) ≃

OO

V S∗

ii

Note that if we start at Repcris,60
Qp

(GK) and move around the large rectangle in the bot-
tom of the diagram in the clockwise direction, then we obtain a fully faithful embedding
Repcris,60

Qp
(GK) →֒ RepQp

(GK∞
). If we know that this rectangle commutes, we obtain a proof

of a conjecture of Breuil:

Corollary 11.3.1. The natural restriction map

res : Repcris
Qp

(GK)→ RepQp
(GK∞

)

is fully faithful.

Remarks 11.3.2. Before sketching the proof of Breuil’s conjecture, we make the following
remarks concerning the preceding large diagram:

(1) Recall that the essential image of the curving map in the upper right corner of the
diagram is described by Corollary 10.4.9.
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(2) The two maps labeled (†) in the diagram are not essentially surjective. This prevents
us from generalizing Corollary 11.3.1 to the case of semistable representations (and
rightly so, as is shown in Example 11.4.4.

To prove Corollary 11.3.1, we first observe that after twisting by Qp(−n) for large enough
n, it is enough to show that the restriction map

Repcris,60
Qp

(GK)→ RepQp
(GK∞

)

is fully faithful. As noted above, this follows if we can show that the large rectangle in the
diagram commutes. Such commutativity follows once we know that the entire outside edge
of the diagram commutes. Using the fact that

Vst : w.a.MFφ,N,Fil>0
K → Repst,60

Qp
(GK)

is quasi-inverse to Dst on the essential image of Dst, it therefore suffices to prove the com-
mutativity of

(11.3.1) w.a.MFφ,N,Fil>0
K

Vst

��

� �
eΘ // Modφ,N/S ⊗Qp

(V S )∗⊗Qp

��
Repst,60

Qp
(GK)

res
// RepQp

(GK∞
)

where the right side “forgets N” and the top horizontal arrow is (10.4.5). Note that we
do not yet know that the left side is an equivalence, since we have not yet proved “weakly
admissible implies admissible”.

To show that (11.3.1) commutes, let D be any object of w.a.MFφ,N,Fil>0
K . Let M := M (D)

be the corresponding object of Modφ,N∇,0
/O (via Theorems 10.2.1 and 10.3.8), and choose an

object M of Modφ,N/S such that M ⊗S O ≃ M in Modφ,N/O (via the equivalence of Lemma

10.4.7), so M = Θ̃(D). Recall that M is functorial in D, up to p-isogeny. The commutativity
of (11.3.1) follows immediately from the following statement by dualizing in RepQp

(GK∞
).

Proposition 11.3.3. With the notation above, there is a natural Qp[GK∞
]-linear isomor-

phism

HomS,ϕ

(
M, Ŝun

)
⊗Zp Qp

≃ // HomFil,φ,N

(
D,B+

st

)

V ∗
S(M)⊗Zp Qp HomFil,φ,N (D,Bst)

V ∗
st(D)

Before we explain the proof of this proposition, note that by Corollary 11.2.4(1) we have

dimQp V
∗
S(M)⊗Qp = rkS(M) = dimK0 M /uM = dimK0 D,
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so by Proposition 11.3.3 (which gives dimQp V
∗
st(D) = dimQp V

∗
S(M) ⊗Qp) we deduce that

dimQp V
∗
st(D) = dimK0 D. Thus, by weak admissibility of D and Proposition 9.3.9, the

natural map
Bst ⊗Qp V

∗
st(D)→ Bst ⊗K0 D

is an isomorphism. Hence, D is admissible by [22, Prop. 5.3.6].

Remark 11.3.4. Since D above was any object in w.a.MFφ,N,Fil>0
K , this shows that “weakly

admissible implies admissible” in full generality, as we can always shift the filtration to be
effective.

Proof of Proposition 11.3.3. By Proposition 9.3.9, ifD is admissible if and only if it is weakly
admissible and dimQp V

∗
st(D) > dimK0 D. Thus, it suffices to construct a natural Qp[GK∞

]-
linear injection

(11.3.2) V ∗
S(M)⊗Qp

� � //V ∗
st(D) = Homϕ,Fil,N(D,Bst).

We will just do this in the case that ND = 0, as it contains the essential ideas for the general
case (see the proof of [30, Prop. 2.1.5] for the details in the general case).

Recall that Bcris ⊗K0 K is equipped with a filtration via its inclusion into the discretely-
valued field BdR, and that a K0-linear map D → Bcris is compatible with filtrations if the
extension of scalars DK → Bcris ⊗ K respects filtrations (i.e. if the composite DK → BdR

is compatible with filtrations). Since BN=0
st = Bcris and ND = we have V ∗

cris(D) = V ∗
st(D), so

our aim is to construct a natural Qp[GK∞
]-linear injection

(11.3.3) V ∗
S(M)⊗Qp = HomS,ϕ(M, Ŝun)⊗Zp Qp

� � //Homϕ,Fil(D,B
+
cris) = V ∗

cris(D)

(the final equality using the effectivity of the filtration on DK).
An element of O has a Taylor expansion

∑
cmu

m with cm ∈ K0 = W(k)[1/p] and |cm|rm →
0 for all 0 < r < 1. For p−1/(p−1) < r0 < 1 we have |m!|/rm0 → 0, so

|m!cm| = (|cm|rm0 ) · |m!|
rm0
→ 0.

Thus, by [21, 4.1.3] there is a natural map of K0-algebras

(11.3.4) O → B+
cris

extending the natural map S →֒W(R) ⊆ B+
cris defined by “evaluation at [π̃]” (i.e. u 7→ [π̃]).

Using the the natural topologies on O and B+
cris, one checks that this map is moreover

continuous, and since K0[u] is dense in O it is the unique such continuous K0-algebra map.

Since S
[

1
p

]
is dense in O , the map (11.3.4) is also ϕ-compatible, as this is true of

S

[
1

p

]
→֒W(R)

[
1

p

]

(thanks to the relation [π̃p] = [π̃]p).
We will define the map (11.3.3) as the composite of two maps. First, recalling that

M := M⊗S O , consider the map

(11.3.5) HomS,ϕ(M, Ŝun) // HomS,ϕ(M, B+
cris) HomO,ϕ(M , B+

cris)
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defined by composition with the natural map Ŝun →֒W(R) ⊆ B+
cris. This map is injective.

Second, we consider the map

(11.3.6) HomO,ϕ(M , B+
cris)

// HomO,ϕ(D ⊗K0 O , B+
cris) Homϕ(D,B

+
cris) .

given by composition with the ϕ-compatible O-linear map

ξ : D ⊗K0 O = D(M )⊗K0 O →֒M

of Lemma 10.2.5. We claim that (11.3.6) is injective with image contained in

Homϕ,Fil(D,B
+
cris) ⊆ Homϕ(D,B

+
cris).

To verify these claims, we proceed as follows.
Obviously E(u) = (u − π)G(u) in K[u], for some G(u) ∈ K[u] with G(π) 6= 0. It follows

that the map

(11.3.7) S→ B+
cris ⊆ B+

dR

(defined by u 7→ [π̃]) carries E to

E([π]) = ([π̃]− π) ·G([π̃]).

As [π̃]−π is a uniformizer of B+
dR and G(π) 6= 0, we see that G([π̃]) ∈ (B+

dR)× and hence that
E([π̃]) is a uniformizer of B+

dR. Therefore, (11.3.7) induces a local map of local K0-algebras

S

[
1

p

]

(E)

→ B+
dR.

Passing to completions (and recalling that B+
dR is a complete discrete valuation ring) we see

that the map (11.3.4) extends to a K0-algebra map

O
∧
∆,π = S

[
1

p

]∧

(E)

→ B+
dR

which is even a map of K-algebras, as can be seen (via Hensel’s Lemma) by examining the
induced map on residue fields.

Thus, given an O-linear map M → B+
cris ⊆ B+

dR, the map

(1⊗ ϕM )(ϕ∗
OM )→ B+

dR

induced by restriction carries (1⊗ϕM )(ϕ∗
O
M )∩EiM into FiliB+

dR, and hence is compatible
with these filtrations. Moreover, ξ : D(M )⊗K0 O →֒M is ϕ-compatible and so has image
landing in

ϕM (M ) ⊆ (1⊗ ϕM )(ϕ∗
OM ).

But [30, 1.2.12(4)] gives that the induced map

O∧
∆,π ⊗K D(M )K = O∧

∆,π ⊗K0 D(M ) // O∧
∆,π ⊗O (1⊗ ϕM )(ϕ∗

O
M )

is a filtration-compatible isomorphism (where the filtrations are the usual tensor-filtrations;
cf. Remark 10.2.3). It follows at once that (11.3.6) has image contained in Homϕ,Fil(D,B

+
cris);

moreover the resulting map

(11.3.8) HomO,ϕ(M , B+
cris)

// Homϕ,Fil(D,B
+
cris)
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is injective since the injective map

(1⊗ ϕM )(ϕ∗
OM ) →֒M

has cokernel killed by some Eh and E([π̃]) ∈ B+
dR is a nonzero element of a domain.

Composing the injective maps (11.3.8) and (11.3.5) gives a Qp-linear injective map

HomS,ϕ(M, Ŝun)
� � // Homϕ,Fil(D,B

+
cris) .

This map is moreover Qp[GK∞
]-linear because the action of GK∞

on B+
cris leaves the map

O → B+
cris invariant, as this holds on S ⊆ O due to the fact that [π̃] is GK∞

-invariant (by
definition of π̃). This gives the desired map (11.3.3). �

11.4. Exercises.

Exercise 11.4.1. Recall the definitions Sun := OE un ∩ W(R) ⊆ W(FracR) and Ŝun :=

ÔE un ∩W(R) ⊆ W(FracR) at the end of §11.1. Use that W(R) is p-adically separated and

complete to prove that the inclusion Sun → Ŝun identifies Ŝun with the p-adic completion
of Sun.

Exercise 11.4.2. Carry out the arguments with inverse limits needed to deduce Corollary

11.2.4 from Lemma 11.2.3. In particular, explain why it is essential that we work with Ŝun

and not Sun in the description of V ∗
S(M).

Exercise 11.4.3. At the end of the proof of Lemma 11.2.8, the following fact was used (over
a 2-dimensional base ring S): if A is a normal noetherian domain and h : M ′ →M is a map
between finite projective A-modules such that the localizations hp are isomorphisms for all
primes p with height at most 1, then h is an isomorphism.

(1) Prove this fact. (Hint: reduce to the case when A is local, so the modules become
free.)

(2) If F is the fraction field of A, prove that an F -linear map M ′
F → MF carries M ′

into M if and only if it carries M ′
p into Mp for all primes p of A with height at most

1. (Geometrically, a rational map between vector bundles over SpecA is defined
everywhere if it is defined in codimension at most 1, at least when A is normal.)

(3) Show that if we we relax “projective” to “torsion-free’ for M and M ′, then the
conclusions of each of the preceding parts can fail when dimA > 1 (i.e., give coun-
terexamples).

(4) Is (1) true if A is a non-normal noetherian domain? How about (2)?

Exercise 11.4.4. Consider the Tate curve Eπ over K. The representation Vp(Eπ) is reducible
and semistable (Example 9.2.1, Example 9.2.9), but upon restriction to GK∞

the extension
structure split. as Qp ⊕Qp(1).

(1) Prove that Vp(Eπ) has non-abelian splitting field over K.
(2) Prove that Vp(Eπ) and Qp ⊕Qp(1) are non-isomorphic as Qp[GK ]-modules. Deduce

that restriction from GK to GK∞
is not fully faithful on the category of semistable

p-adic representations of GK .
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12. Applications to p-divisible groups and finite group schemes

We now apply the theory of S-modules developed in §11 to the study of p-divisible groups
and finite flat group schemes over OK . We will also discuss applications to torsion and lattice
representations of GK in the context of earlier work of Fontaine and Laffaille, and we study
the restriction from GK to GK∞

for representations arising from finite flat group schemes
over OK . This builds on ideas and results of Breuil.

We will have to use some background related to finite flat group schemes, such as the
concepts of Cartier duality and short exact sequence for finite flat group schemes; see Exercise
12.5.3 for an introduction to Cartier duality.

12.1. Divided powers and Grothendieck-Messing theory. Recall from §7.2 that clas-
sical Dieudonné theory classifies p-divisible groups over the perfect field k, and that Fontaine
developed a variant applicable to p-divisible groups over W(k) (subject to a connectedness
hypothesis when p = 2). We wish to allow ramification, which is to say we seek a classifi-
cation over OK . To do this, we will use Grothendieck-Messing theory as our starting point,
and to review this we begin with the concept of a divided power structure on an ideal in a
ring.

Definition 12.1.1. Let I be an ideal in a commutative ring A. A PD-structure on I is a
collection of maps

γn : I → I n > 0

such that the γn satisfy the “obvious” properties of tn/n! in characteristic zero:

(1) For all x ∈ I, we have γ0(x) = 1, γ1(x) = x, and γn(x) ∈ I for n > 1.
(2) For all x, y ∈ I and all n > 0,

γn(x+ y) =
∑

i+j=n

γi(x)γj(y).

(3) If a ∈ A and x ∈ I then γn(ax) = anγn(x) for all n > 0.
(4) For all x ∈ I and all m,n > 0,

γm(x)γn(x) =
(m+ n)!

m!n!
γm+n(x).

(5) For all x ∈ I and all m,n > 0,

γn(γm(x)) =
(mn)!

(m!)nn!
γmn(x)

Remark 12.1.2. The “PD” standard for puissances-divisée–literally “divided powers.” Note
that the combinatorial coefficients appearing in (4) and (5) are in fact integers and hence
can be viewed in a unique way as elements of A.

If I ⊆ A is an ideal in a commutative ring that is equipped with a PD-structure {γn} then
for x ∈ I we will often write x[n] for γn(x).
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Example 12.1.3. It follows from (4) and (1) that n!γn(x) = xn for all n and all x ∈ I, so
when A is Z-flat there is at most one PD-structure on any ideal I of A: γn(x) = xn/n!. At
the other extreme, if A is a Z/NZ-algebra for some N > 1 and I ⊆ A admits a PD-structure
then xN = 0 for all x ∈ I.

We say that a PD-structure {γn} on I is PD-nilpotent if the ideal I [n] generated by all

products x
[i1]
1 · · ·x

[ir ]
r with

∑
ir > n is zero for some (and hence all) sufficiently large n. This

forces In = 0.
For I ⊆ OK the maximal ideal, a PD-structure exists on I if and only if the absolute

ramification index e satisfies e 6 p − 1. On the other hand, the ideal pOK always has a
PD-structure, as γn(py) = (pn/n!) · yn with pn/n! ∈ pZp.

In general, there can be many choices of PD-structure {γn} on an ideal I.

Example 12.1.4. Recall that Acris is Zp-flat and comes equipped with a canonical surjec-
tion Acris ։ OCK

. The kernel of Fil1Acris of this surjection has a (necessarily unique)
PD-structure. Indeed, the analogous claim holds for A0

cris, and then passing to the p-adic
completion Acris provides the desired PD-structure. (See Exercise 12.5.2.)

Theorem 12.1.5 (Grothendieck-Messing). Let A0 be a ring in which p is nilpotent and let
G0 be a p-divisible group over A0. For any surjection h : A ։ A0 such that I := ker h is
endowed with a PD-structure {γn} and some power IN vanishes, there is attached a finite
locally free A-module

D(G0)(A) = D(G0) (A։ A0, {γn})
with rkA(D(G0)(A)) = htG0. This association is contravariant in G0 and commutes with
PD-base change in A (i.e. base change that respects h and the divided power structure on
ker h).

The locally free A0-module Lie(G0) is naturally a quotient of D(G0)(A0), and if {γn} is PD-
nilpotent then there is an equivalence of categories between the category of deformations of G0

to A and the category of locally free quotients D(G0)(A)։ E lifting D(G0)(A0)։ Lie(G0).

Remarks 12.1.6. The classification of deformations at the end of the theorem can also be
formulated in terms of subbundles rather than quotients. Colloquially speaking, we may say
that in order to lift G0 through a nilpotent divided power thickening A of A0, it is equivalent
to lift its Lie algebra to a locally free quotient of D(G0)(A).

(1) The equivalence of categories at the end of the theorem associates to any deformation
G of G0 to A the module Lie(G), which is naturally a quotient of D(G0)(A).

(2) This equivalence also works for deforming maps of p-divisible groups G0 → H0. That
is, a map f0 : G0 → H0 has at most one lift to a map f : G→ H , and f exists if and
only if D(f0) : D(G0)(A) → D(H0)(A) is compatible with the quotients associated
to the liftings G and H of G0 and H0 respectively.

(3) If p > 2 then pn/n! → 0 in Zp, whereas 22j
/(2j)! ∈ 2Z×

2 for all j > 0. It follows
that the (unique) PD-structure on the ideal (p) in Zp is topologically PD-nilpotent
for p > 2 but not for p = 2. This is one reason why the case p = 2 is such a headache
in the crystalline theory. See Exercise 12.5.1.

(4) The right way to state Theorem 12.1.5 is to use the language of crystals. In this
terminology, D is a contravariant functor from the category of p-divisible groups over
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a base scheme S on which p is locally nilpotent to the category of crystals in locally
free OS-modules.

(5) By taking projective limits, the Grothendieck-Messing Theorem has an analogue for
A0 merely p-adically separated and complete (for example, A0 = OK) and A ։ A0

any surjection of p-adically separated and complete rings with kernel I ⊆ A that
is topologically nilpotent (resp. endowed with topologically PD-nilpotent divided
powers).

12.2. S-modules. In work of Breuil on finite flat group schemes and p-divisible groups over
OK , a certain ring S plays a vital role. Breuil’s method began by studying finite flat group
schemes over OK in terms of S-modules, and then gave a theory for p-divisible groups by
passage to the limit. Kisin provided an approach in the other direction, using Grothendieck–
Messing theory to derive Breuil’s description of p-divisible groups via S-modules without any
preliminary work at finite level, and then used this to deduce a classification for p-divisible
groups and finite flat group schemes with S-modules rather than S-modules. The possibility
of getting a classification with the simpler ring S in place of S had been conjectured in a
precise form by Breuil.

We now introduce Breuil’s ring S. Let W(k)[u]
[
E(u)i

i!

]
i>1

be the subring ofK0[u] generated

over W(k)[u] by the set {Ei/i!}i>1 (this is the divided power envelope of W(k)[u] with respect
to the ideal E(u) ·W(k)[u]). Clearly this ring is W(k)-flat. Further, there is an evident
surjective map

(12.2.1) W(k)[u]

[
E(u)i

i!

]

i>1

։ OK

defined via u 7→ π. with kernel generated by all Ei/i!. Let S be the p-adic completion of

W(k)[u]
[
E(u)i

i!

]
i>1

and let Fil1 S ⊆ S be the ideal that is (topologically) generated by all

Ei/i!. We view S as a topological ring via its (separated and complete) p-adic topology.
The ring S is local and W(k)-flat (but not noetherian), and the map (12.2.1) induces an
isomorphism

S/Fil1 S
≃ //OK .

Moreover, there is a unique continuous map ϕS : S → S restricting to the Frobenius endo-
morphism of W(k) and satisfying ϕS(u) = up. Note that ϕS(Fil1 S) ⊆ pS and ϕS mod pS =
FrobS/pS.

The ideal Fil1 S admits (topologically PD-nilpotent) divided powers, so for any p-divisible
group G over OK with Cartier dual G∗ we get a finite free (as S is local) S-module

M (G) := D(G∗)(S ։ OK)

= lim←−
N

D(G∗ mod pN)(S/pNS ։ OK/p
N

OK)

with rkS M (G) = ht(G). Here, the kernel of S/pNS ։ OK/p
NOK is given the PD-structure

induced by that on Fil1 S, and M (G) is contravariant in G.
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Since the ideal
Fil1 S + pS = ker(S ։ OK/pOK)

is also equipped with topologically PD-nilpotent divided powers if p > 2, and the formation
of D is compatible with base change (i.e., it is a crystal), by setting G0 = G mod p we also
have

M (G) := D(G∗
0)(S ։ OK/pOK)

if p > 2. This shows, in particular, that M (G) depends contravariantly functorially on G0

if p > 2. With some more work (see [30, Lemma A.2]), for all p the S-module M (G) can
naturally be made into an object of the following category that was introduced by Breuil.

Definition 12.2.1. Let BTϕ
/S be the category of finite free S-modules M that are equipped

with an S-submodule Fil1 M ⊆M and a ϕS-semilinear map ϕM : Fil1 M →M such that

(1) (Fil1 S) ·M ⊆ Fil1 M ,
(2) the finitely generated S/Fil1 S ≃ OK-module M /Fil1 M is free,
(3) the subset ϕM (Fil1 M ) spans M over S.

Morphisms are S-module homomorphisms that are compatible with ϕM and Fil1. A three-
term sequence of objects of BTϕ

/S is said to be a short exact sequence if the sequences of

S-modules and Fil1’s are both short exact.

Example 12.2.2. We give the two “canonical” examples of S-modules arising from p-divisible
groups over OK via the functor M . Both examples follow from unraveling definitions (in-
cluding the construction of the crystal D in terms of a universal vector extension).

For G = Gm[p∞] = lim−→n
Gm[pn] we have

M (G) = S, Fil1 M (G) = Fil1 S, and ϕM (G) =
ϕS
p

: Fil1 S → S.

Meanwhile, for G = Qp/Zp = lim−→
1
pn Z/Z we have

M (G) = S, Fil1 M (G) = S, and ϕM (G) = ϕS : S → S.

Example 12.2.3. The classical contravariant Dieudonné module of G0 = G mod π (equipped
with its F and V operators) can be recovered from M (G); for example, its underlying
W(k)-module is the scalar extension of M (G) along the map S ։ S/uS = W(k) followed
by scalar extension by the inverse of the Frobenius automorphism of W(k). In particular, G
is connected if and only if m 7→ ϕM (G)(E(u)m) viewed on M (G)/uM (G) is topologically
nilpotent for the p-adic topology. (This evaluation of ϕM (G) makes sense since E(u)m ∈
(Fil1S) · M ⊆ Fil1M for any M in BTϕ

/S.) Thus, we say M in BTϕ
/S is connected if

m 7→ ϕM (E(u)m) on M /uM is topologically nilpotent for the p-adic topology.

Using results for p-torsion groups, Breuil proved (for p > 2) the following theorem classi-
fying p-divisible groups over OK .

Proposition 12.2.4. If p > 2 then the contravariant functor M from the category of p-
divisible groups over OK to the category BTϕ

/S is an exact equivalence of categories with exact

quasi-inverse. The same statement holds for p = 2 working only with connected objects.
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Proof. For p > 2, one uses Grothendieck-Messing theory (Theorem 12.1.5) to “lift” from
OK/π

iOK to OK/π
i+1OK , beginning with the analogous statement for p-divisible groups

over k as furnished by classical Dieudonné theory. For p = 2, one must adapt this method
using Zink’s theory of windows [32]. �

Lemma 12.2.5. If p > 2 then HomS,ϕ,Fil(M (G), Acris) is a finite free Zp-module, and there
is a natural Zp[GK∞

]-linear isomorphism

TpG
≃ // HomS,ϕ,Fil(M (G), Acris) .

The same holds for p = 2 provided that G is connected.

Proof. We only address the case p > 2. There is a unique map of W(k)-algebras S → Acris

such that u 7→ [π̃] (and hence Ei/i! ∈ S maps to E([π̃])i/i!). Since GK∞
acts trivially on

S and is equal to the isotropy subgroup of π̃ ∈ R (by definition of π̃), this map is GK∞
-

equivariant. Furthermore, the diagram

S // //

��

OK� _

��
Acris

θ
// // OCK

commutes, so by the “crystal” condition we have a natural isomorphism

D(G∗
OCK

)(Acris) ≃ D(G∗)(S)⊗S Acris(12.2.2)

= M (G)⊗S Acris.(12.2.3)

Thus, since D(G) is covariant in G, we get a Zp-linear map

TpG := HomCK
(Qp/Zp, GCK

) =HomOCK
(Qp/Zp, GOCK

)

D((·)∗)
// HomAcris

(
D(G∗

OCK
)(Acris),D(Gm[p∞])(Acris)

)

=HomS(M (G), Acris)

and one checks that this map lands in the submodule HomS,ϕ,Fil(M (G), Acris). Here, the last
equality above uses both the identification D(Gm[p∞])(Acris) ≃ Acris of Example 12.2.2 and
the isomorphism (12.2.3).

Since S → Acris is GK∞
-equivariant, the map

(12.2.4) TpG // HomS,ϕ,Fil(M (G), Acris)

thus obtained is Zp[GK∞
]-linear. WhenG = Gm[p∞] and p > 2, the map (12.2.4) is seen to be

an isomorphism by direct calculation, using Example 12.2.2 and the fact thatAϕ=1,Fil>0
cris = Zp;

this case of (12.2.4) is not an isomorphism if p = 2. Provided p > 2, combining this
special isomorphism with the Cartier duality between G and G∗ yields that (12.2.4) is an
isomorphism for any G when p > 2. (See Exercise 12.5.4 for a concrete manifestation of
this idea for using duality to establish an isomorphism.) The isomorphism claim for p = 2
requires more work. �



CMI SUMMER SCHOOL NOTES ON p-ADIC HODGE THEORY (PRELIMINARY VERSION) 191

12.3. From S to S. Let S = W(k)[[u]] be as in §10.4. We have a unique W(k)[u]-algebra
map S→ S, and the diagram

AcrisW(R) ⊆JJ

8
� ��

��
��

S // S

OO

commutes. Denote by ϕ : S→ S the composite map

S //S
ϕS //S

and for any object M of Modϕ/S define

M := S ⊗ϕ,S M.

If E-ht(M) 6 1 then (see [30, 2.2.3]) M can be naturally made into an object of BTϕ
/S for

p > 2 (and one has an analogue using Zink’s theory of windows when p = 2 if M is connected
in the sense that ϕM on M is topologically nilpotent). This motivates the following definition.

Definition 12.3.1. Denote by BTϕ
/S the full subcategory of Modϕ/S consisting of those S-

modules M that have E-height at most 1.

For p > 2 Breuil showed that the functor

BTϕ
/S

// BTϕ
/S

M
� // S ⊗ϕ,S M

is exact and fully faithful; as before, when p = 2 one has an analogue for connected objects
M of BTϕ

/S. By Proposition 12.2.4, we have an anti-equivalence of categories

BTϕ
/S {p-divisible groups over OK}≃oo

that is exact with exact quasi-inverse for p > 2 (and a similar result for p = 2 using connected
objects), so we get a contravariant and fully faithful functor

G : BTϕ
/S

// {p-divisible groups over OK}

when p > 2 (and a similar functor working with connected objects when p = 2). Using
Dieudonné theory over k, one shows that a 3-term complex in BTϕ

S is short exact if and only
if its image under G is short exact.

Theorem 12.3.2. For p > 2, the functor G is an equivalence of categories. The same
statement holds for p = 2 if we work with connected objects.

Proof. We only discuss the case p > 2 (and the case p = 2 is treated in [32]). We will
construct a contravariant functor

M : {p-divisible groups over OK} // BTϕ
/S

for any p, and will show that this functor is quasi-inverse to G when p > 2.
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Since the Tate module Vp(G) := Tp(G)⊗Zp Qp is an object of Repcris
Qp

(GK) with Hodge-Tate

weights in {0, 1}, it is in the image of the functor

V ∗
cris : w.a.MFϕ,Fil>0

K
// Repcris

Qp
(GK) .

Thus, using the fully faithful functor

Θ̃ : w.a.MFϕ,Fil>0
K

� � // Modϕ/S⊗Qp

of §11, corresponding to the representation Vp(G) is an S-module M, uniquely determined
by and functorial in G up to p-isogeny. Moreover, we have E-ht(M) 6 1. If h is the height
of G then by Lemma 11.2.10, the functor

V ∗
S : Modϕ/S //Repfree

Zp
(GK∞

)

induces a one to one correspondence between GK∞
-stable lattices L ⊆ Vp(G) with rank h and

objects N of ModϕS that are contained in ME := M⊗S E and have S-rank h. Furthermore,
since the functor

Modϕ/S // Modϕ/OE
≃ RepQp

(GK∞
)

is fully faithful by Proposition 11.2.7, we see that N is functorial in and uniquely determined
by L. Taking L = Tp(G) thus gives an object N of Modϕ/S with V ∗

S(N) = Tp(G); by our

discussion N is contravariant in G and we define

M(G) := N.

To show that M ◦ G ≃ id for p > 2, one uses Lemma 12.2.5 to reduce to comparing

divisibility by p in Ŝun and Acris; this comparison works if p > 2.
To show that G ◦M ≃ id for p > 2, one must construct an isomorphism of p-divisible

groups. Using Tate’s Theorem 7.2.8, the crystalline property of the representations arising
from p-divisible groups, and the full-faithfulness of Repcris

Qp
(GK) → RepQp

(GK∞
) (Corollary

11.3.1), one reduces this to a problem with Zp[GK∞
]-modules, again solved by Lemma 12.2.5.

�

12.4. Finite flat group schemes and strongly divisible lattices. For an isogeny f :
Γ1 → Γ2 between p-divisible groups over OK , ker f is a finite flat group scheme. Conversely,
Oort showed that every finite flat group scheme G over OK arises in this way. (Raynaud
proved a stronger result, using abelian schemes instead of p-divisible groups [4, 3.1.1].) If
the Cartier dual G∗ is connected then we may arrange that Γ∗

1 and Γ∗
2 are connected as well.

The anti-equivalence of categories

BTϕ
/S ≃ {p-divisible groups over OK}

of Theorem 12.3.2 for p > 2 and its “connected” analogue for p = 2 motivate the following
definition due to Breuil.

Definition 12.4.1. Let (Mod /S) be the category of pairs (M, ϕM) in Modϕ,tor/S such that

E-ht(M) 6 1.
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We can also define the full subcategory of “connected” objects by requiring ϕM to be
nilpotent.

Example 12.4.2. If M is an object of (Mod /S), then OE ⊗S M is an object of Modtor
/OE

(Definition 3.1.1); indeed, the image of E ∈ S under the natural map S→ OE lands in O
×
E

by Remark 11.1.1.

Objects in (Mod /S) are precisely cokernels of maps in BTϕ
/S that are isomorphisms in

the isogeny category, so (with more work for p = 2) we get the following result, which was
conjectured by Breuil and proved by him in some cases.

Theorem 12.4.3. If p > 2 then there is an anti-equivalence of categories between (Mod /S)
and the category of finite flat group schemes over OK. For p = 2, one has such an equivalence
working with connected objects in (Mod /S) and connected finite flat group schemes.

Remark 12.4.4. These equivalences are compatible with the ones for p-divisible groups. Thus,
if the finite flat group scheme G over OK corresponds to the object M of (Mod /S), then
we have an isomorphism of GK∞

-modules G(K) ≃ V ∗
S(M), since the analogous statement

holds for p-divisible groups (as one sees via the proof of Theorem 12.3.2).

Definition 12.4.5. We say that an object T of Reptor(GK) is flat (resp. connected) if
T ≃ G(K) for some finite flat (resp. finite flat and connected) group scheme G over OK .

Corollary 12.4.6. The natural restriction functor

Reptor(GK) // Reptor(GK∞
)

is fully faithful on flat (respectively connected) representations if p > 2 (respectively p = 2).

Proof. This proof is due to Breuil. We only treat the cases p > 2. Using the equivalence of
categories Reptor(GK∞

) ≃ Modϕ,tor
OE

via D∗
OE

and V ∗
OE

, and the fact that the diagram

Reptor(GK) // Reptor(GK∞
)

{
finite flat group
schemes over OK

}
≃

(12.4.3)
//

G(K)

OO

(Mod /S)
(·)⊗SOE

// Modϕ,tor
OE

V ∗

OE
≃

OO

commutes (due to Lemma 11.2.3 and Remark 12.4.4), it suffices to prove the following
statement. Let T1 and T2 be flat representations and let G1 and G2 be the corresponding
finite flat group schemes over OK , so T1 ≃ G1(K) and T2 ≃ G2(K) (Definition 12.4.5).
Denote by M1 and M2 the objects of (Mod /S) corresponding to G1, G2 via Theorem 12.4.3
and let Mi = OE⊗SMi for i = 1, 2 be the corresponding objects of Modϕ,tor

OE
. If h : M1 →M2

is a morphism in Modϕ,tor
OE

then, after possibly modifying the Mi without changing the generic

fibers (Gi)K (so the Galois representations Gi(K) remain unaffected), there is a morphism
M1 →M2 inducing h after extending scalars to OE .

Due to Lemma 11.2.2, every object of (Mod /S) has a filtration with successive quotients
that are isomorphic to ⊕jS/pS, so by a standard devissage we may restrict to the case that
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each Mi is killed by p. In this situation, the natural map

Mi
// OE ⊗S Mi = k((u))⊗k[[u]] Mi

is injective, so
M′

2 := M2 + h(M2) ⊆M2

makes sense and is a ϕ-stable (as h is ϕ-equivariant) S-submodule of M2. Moreover, M2 is
an object of (Mod /S) and so corresponds to a finite flat group scheme G′

2 over OK . Since
M2 and M′

2 are both ϕ-stable lattices in M2, one shows that (G2)K ≃ (G′
2)K . The map h

then restricts to a map h′ : M1 →M′
2 that induces h after extending scalars to OE ; this is

the desired map. �

Now we turn to strongly divisible lattices and Fontaine-Laffaille modules. For the remain-
der of this section, we assume that K = K0 and we take π = p, so E = u− p.
Definition 12.4.7. Let D be an object of w.a.MFϕ,Fil>0

K with K = K0. A strongly divisible
lattice in D is a W(k)-lattice L ⊆ D such that

(1) ϕD(L ∩ FiliD) ⊆ piD for all i > 0 (so ϕD(L) ⊆ L by taking i = 0),
(2)

∑
i>0 p

−iϕD(L ∩ FiliD) = L.

We set Fili L = L ∩ FiliD, and we say that L is connected if ϕD : L → L is topologically
nilpotent for the p-adic topology.

Theorem 12.4.8. There are exact quasi-inverse anti-equivalences between the category of
strongly divisible lattices L with Filp L = 0 and the category of Zp[GK ]-lattices Λ in crystalline
GK-representations with Hodge-Tate weights in the set {0, . . . , p− 1}.
Proof. Let V be a crystalline GK-representation with Hodge-Tate weights in {0, . . . , p− 1}
and let Λ ⊆ V be a GK-stable Zp-lattice. Because of Corollary 11.3.1 and Lemma 11.2.10,
the lattice Λ corresponds to a unique object M of Modϕ/S such that V ∗

S(M) ≃ Λ (as GK∞
-

representations); moreover, M is functorial in Λ. Letting D := D∗
cris(V ), we have that

Fil0D = D and FilpD = 0 due to the condition on the Hodge-Tate weights of the crystalline
representation V , and there is a natural injection

D
� � // O ⊗K0 D

� � ξ // O ⊗S M
� � // S

[
1
p

]
⊗S M ,

so twisting by Frobenius defines a natural injection

D ϕ∗(D)
≃

1⊗ϕD

oo � � // S
[

1
p

]
⊗S,ϕ M = S

[
1
p

]
⊗S ϕ

∗
SM .

Viewing D as a K0-submodule of S
[

1
p

]
⊗S,ϕ M in this way, we define

L := D ∩ (S ⊗ϕ,S M) ⊆ S

[
1

p

]
⊗S,ϕ M.

Clearly L is a ϕ-stable W(k)-lattice in D. We claim that L is strongly divisible. Indeed,
this follows from the fact that p|ϕS(E) in S and D = D∗

cris(V ) with V crystalline. 3

3need to say more
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Furthermore, one shows that the association Λ  L is exact by using the filtration bounds
(in {0, . . . , p− 1}) to deduce that ξ as above induces an isomorphism L ≃M/uM. 4

Conversely, let L be any strongly divisible lattice in an object D of w.a.MFϕ,Fil>0
K with

FilpL := L ∩ FilpD = 0 (so FilpD = 0). Note that Fil0L = L since Fil0D = D. We set

Λ := Homϕ,Fil(L,Acris).

This is a GK-stable lattice in the crystalline representation V ∗
cris(D) with D = L[1/p]. One

shows that L Λ is exact and quasi-inverse to the other functor built above. 5

One shows that these associations are quasi-inverse. �

We now wish to apply this theory to torsion representations. In order to do this, we need
a torsion replacement for strongly divisible lattices:

Definition 12.4.9. A Fontaine-Laffaille module over W(k) is a finite length W(k)-module
M equipped with a finite and separated decreasing filtration {FiliM} and ϕ-semilinear
endomorphisms ϕiM : FiliM → M such that

(1) the map pϕi+1
M : Fili+1M →M coincides with the restriction of ϕiM to Fili+1

M ⊆ FiliM ,
(2)

∑
i ϕ

i
M(FiliM) = M ,

(3) Fil0M = M .

We say M is connected if ϕ0
M : M →M is nilpotent.

Example 12.4.10. If L is a strongly divisible lattice, then for each n > 0 we obtain a Fontaine-
Laffaille module M by setting M = L/pnL, taking FiliM to be the image of Fili L under
the natural quotient map, and letting ϕiM := p−iϕL. This is connected if and only if L is
connected.

More generally, if L′ → L is an isogeny of strongly divisible lattices, then L/L′ has a
natural structure of Fontaine-Laffaille module (and it is connected if L is connected).

Lemma 12.4.11. Let M be any Fontaine-Laffaille module with a one-step filtration (i.e.
there is some i0 > 0 such that FiliM = M for all i 6 i0 and FiliM = 0 for all i > i0). Then
there exists an isogeny of strongly divisible lattices L′ → L with cokernel M . 6

By using such presentations and the functoriality and exactness properties of strongly
divisible lattices, we get:

Theorem 12.4.12. Consider the contravariant functor

M  HomFil,ϕ(M,Acris ⊗ (Qp/Zp))

from the category of Fontaine-Laffaille modules M with one-step filtration that satisfies
Fil0M = M and FilpM = 0 to the category of p-power torsion discrete GK-modules. If
p > 2 this is an exact and fully faithful functor into the category Reptor

GK
(i.e., image objects

are finite abelian groups). If p = 2, the same statement holds if one restricts to connected
Fontaine-Laffaille modules. 7

4need to say more
5need to say more
6should sketch proof or give reference
7should sketch proof or give reference
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12.5. Exercises.

Exercise 12.5.1. Verify the following assertions made about any PD-structure {γn} on an
ideal I in a ring A.

(1) Prove that n!γn(x) = xn for all n > 1.
(2) Prove that if A is a discrete valuation ring of mixed characteristic (0, p) and absolute

ramification index e (i.e., e is the normalized order of p), then its maximal ideal has a
PD-structure if and only if e 6 p−1, and this is PD-nilpotent if and only if e < p−1.
(This is why e = 1 and p = 2 is such a problem in the crystalline theory.)

(3) Give an example with I3 = 0 for which there is more than one PD-structure on I,
but show that if I2 = 0 then defining γn = 0 for all n > 2 defines a PD-structure on
I.

Exercise 12.5.2. Let A be a Zp-flat ring and I an ideal which admits a divided power structure

(i.e., xn ∈ n!I for all x ∈ I and n > 1). Let Â denote the p-adic completion of A.

(1) Prove that Â is Zp-flat, and give an example for which the map A → Â is not
injective.

(2) Prove that I · Â admits a divided power structure. (There are general theorems in
the theory of divided powers that allow one to efficiently handle the interaction of
divided power structure with respect to extension rings, sums of ideals, etc. These
are needed beyond the Z-flat case.)

Exercise 12.5.3. Let G → S be a finite flat group schemes. In this exercise we develop the
important concept of Cartier dual which is akin to duality for finite abelian groups. To ease
the notation we will assume S = SpecR is affine and so G = SpecA. The interested reader
can work with quasi-coherent sheaves of OS-algebras to avoid this hypothesis.

Define the functor G∨ on R-algebras by G∨(R′) = HomR′(GR′ , (Gm)R′) (the group of R′-
group homomorphisms from GR′ to (Gm)R′ . We aim to prove this is representable by a finite
flat R-group. Beware that G∨(R′) is not the group Hom(G(R′), R′×) in general!

(1) In case G = (Z/nZ)R, show that G∨ is represented by the R-group µn.
(2) If R = Fp and G = αp, show that G∨(R′) = 0 for any reduced ring R′ (e.g., any field)

but show that G∨(Fp[t]/(t
2)) 6= 0.

(3) The R-group structure on A is encoded in a triple of R-linear maps e∗ : A → R,
m∗ : A → A ⊗R A, and i∗ : A → A. Passing to R-linear duals (recall A is a locally
free R-module of constant finite rank), we get maps R→ A∨, A∨ ⊗R A∨ → A∨, and
A∨ → A∨. Using that G is a commutative R-group, check that the first two of these
maps define a commutative R-algebra structure on A∨, with identity element given
by the image of 1 under R→ A∨. Hence, now Spec(A∨) makes sense.

(4) Continuing with the previous part, show that dualizing the R-algebra structure maps
R → A (sending 1 to 1) and A ⊗R A → A (multiplication) imposes exactly what is
needed to define a commutative R-group structure on Spec(A∨) (with the linear dual
of i∗ as the inversion).

(5) Describe concrete what an R′-group map GR′ → (Gm)R′ means, and identify this
with the group of R′-points of the R-group you just constructed on Spec(A∨). This
shows that G∨ is represented by a finite flat R-group.
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(6) Show that to give a bi-additive pairing of R-groups G × H → Gm is the same as
to give an R-group map H → G∨. Interpret this when H = G∨, and contemplate
“double duality”.

Exercise 12.5.4. When trying to establish an integral comparison isomorphism, such as in
Lemma 12.2.5, it sometimes suffices to establish a compatibility with perfect dualities at the
integral level. Here is how it goes.

Let M,M ′ and N,N ′ be pairs of finite free modules over a discrete valuation ring R, all
of the same positive rank, and there is given a pair of perfect R-bilinear duality pairings

M ×M ′ → R, N ×N ′ → R.

Assume there are given R-linear maps L : M → N and L′ : M ′ → N ′ such that the map of
sets L×L′ : M ×M ′ → N ×N ′ is compatible with the perfect duality pairings. Prove that
L and L′ are isomorphisms.



198 OLIVIER BRINON AND BRIAN CONRAD

Part IV. (ϕ,Γ)-modules and applications

13. Foundations

The theory of (ϕ,Γ)-modules is an improvement on the theory of étale ϕ-modules from
§3. Recall that étale ϕ-modules classify all p-adic representations of GE for any field E of
characteristic p. This may not sound interesting if our main goal is to understand represen-
tations of GK , but it is incredibly useful. The link is that if we choose an auxiliary infinitely
ramified extension K∞/K of a special type (such as K∞ = K(µp∞)) then the theory of norm
fields (which will be developed below from scratch in some basic cases of interest) provides a
canonically associated equicharacteristic p local field EK∞

(called the norm field of K∞/K)
for which the Galois theories of K∞ and EK∞

are the same. In particular, GE = GK∞
, so we

get a classification of p-adic representations of the closed subgroup GK∞
in GK . The utility

of such a classification was seen in Part III.
When K∞/K is infinitely ramified and Galois with Galois group Γ isomorphic to Zp near

the identity, there is a theory of étale (ϕ,Γ)-modules which goes a step further and provides
a classification of all p-adic representations of the entire Galois group GK , as well as all
GK-representations on finitely generated Zp-modules, in terms of semilinear data.

The theory of étale (ϕ,Γ)-modules was developed by Fontaine ([20], [13]) using the theory
of norm fields. It has many applications in p-adic Hodge theory and in the study of families of
p-adic representations, and it is a central tool in recent developments in the p-adic Langlands
correspondance for GL2. The aim of Part IV is to develop the ingredidents which make the
theory work. It rests on earlier results and methods of Tate, and so we will begin with a
discussion of Tate’s ideas, then turn to the theory of norm fields (which is largely independent
from our discussion of Tate’s work), and finally bring the two topics together to set up the
classification theory of GK-representations by means of étale (ϕ,Γ)-modules.

13.1. Ramification estimates. In Tate’s work on p-adic representations arising from p-
divisible groups over OK (with an eye on the case of abelian varietes over K with good
reduction), a fundamental insight he had was that ramification in an infinitely ramified
Zp-extension K∞/K can be rather precisely understood.

Example 13.1.1. Consider a 1-dimensional p-adic representation ψ : GK → Q×
p , and assume

that ψ(IK) is infinite; in other words, assume that the field K∞/K corresponding to kerψ
is infinitely ramified. By continuity, ψ(IK) is a closed subgroup of Z×

p . But it is infinite, so
it must be open in Z×

p (as Z×
p near 1 is isomorphic to Zp near 0 as topological groups, due

to the p-adic exponential and logarithm maps, and all nontrivial closed subgroups of Zp are
open). Thus, Gal(K∞/K) = ψ(GK) is an open subgroup of Z×

p containing ψ(IK) with finite
index.

There is a natural rising tower of finite subextensions {Kn} over K corresponding to
ker(ψ mod pn), and K∞ = ∪Kn. (We will not be using the maximal unramified subextension
of K here, so there seems no risk of confusion with our notation K0 = W(k)[1/p] used
elsewhere.) For example, if ψ is the p-adic cyclotomic character then Kn = K(ζpn). Since
Z×
p and Zp are locally isomorphic near their identity elements and ψ(IK) contains 1 + pNZp

for some large N , there is an n0 with two properties: IK0 maps onto Gal(K∞/Kn0), and
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Gal(K∞/Kn0) is identified with Zp carrying Gal(K∞/Kn) to pn−n0Zp for all n > n0. In
other words, K∞/Kn0 is a totally ramified Zp-extension with layers Kn/Kn0 for n > n0.

By using good estimates on ramification in the extensions Kn/K, Tate proved the following
intrinsic property of K∞ that may look like just a curiosity but is actually quite powerful
(as we shall see):

Theorem 13.1.2 (Tate). Let K∞/K be an infinitely ramified Galois extension such that
Gal(K∞/K) is isomorphic to Zp near the identity. For any finite extension M/K∞, the
image of the trace map TrM/K∞

: OM → OK∞
contains mK∞

.

The key to the proof of this theorem is a result to the effect that the extension of valuation
rings OK∞

→ OM is “almost étale”. In Exercise 13.7.1 we will explain the appropriateness
of this terminology.

Remark 13.1.3. Tate’s proof (which we will present below) rests on subtle arithmetic input
such as Serre’s geometric local class field theory and a detailed study of the higher ramifica-
tion filtration, Faltings found a much simpler proof that instead uses commutative algebra
(and so has the merit that it adapts to much more general settings, where it is a basic
tool in Faltings’ method for proving p-adic comparison isomorphisms involving p-adic coho-
mology theories). In Exercise 13.7.4 below, we outline Faltings’ proof. It must be stressed
that Tate’s method gives sharp ramification estimates that Faltings’ method does not, and
this is essential for some applications (such as developing the theory of (ϕ,Γ)-modules) and
underlies the powerful Tate–Sen method that we will explain and apply later.

Now we set the stage for Tate’s work. Let {Kn}n>0 be any increasing sequence of finite
Galois extensions of K inside of K, and define K∞ = ∪Kn. (We will not be making use
of the maximal unramified extension of K, so there seems to be no risk of confusion with
our new meaning for K0.) Define Γ = Gal(K∞/K). Assume there exists n0 > 0 so that
for n > n0, Kn/Kn0 is totally ramified with Gal(Kn/Kn0) ≃ Z /pn−n0 Z. This implies that
K∞/Kn0 is Zp-extension that is totally ramified in the sense that all finite subextensions are
totally ramified over Kn0. We allow anything to happen in the layer Kn0/K.

Example 13.1.4. Given any such tower {Kn} over K, we can naturally make one over any
finite extension L/K inside of K by defining Ln = KnL. The union L∞ of this tower is
K∞L. (In the motivating example where K∞ corresponds to the kernel of an infinitely
ramified character ψ of GK , L∞ corresponds to the kernel of ψ|GL

.) To see that this works,
we need to relate the layers over L with layers over K, and we will need to pass to large n
to eliminate the effect of overlap of L with Kn for some small n.

Let F = L ∩K∞, so there is an nL such that F is contained in Kn when n > nL. Hence,
L is linearly disjoint over F from K∞ and Kn for n > nL. In particular, L∞ = K∞ ⊗F L
and Ln = Kn ⊗F L for n > nL. Therefore, Gal(L∞/L) = Gal(K∞/F ) is open in Γ (so it is
isomorphic to Zp near the identity and IL has open image in Gal(L∞/L)) and Gal(Ln/L) =
Gal(Kn/F ) for n > nL. It follows that L∞/Ln is a totally ramified Zp-extension with
Gal(Ln′/Ln) = Gal(Kn′/Kn) ≃ Z/pn

′−nZ for n′ > n > n0(L) := max(nL, n0).

In the preceding example, we inferred that L∞/Ln0(L) is a totally ramified Zp-extension
for sufficiently large n0(L) via a soft topological argument; we got no information on the
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precise amount of ramification in the layers Ln/Ln0(L). Moreover, although

Ln = Kn ⊗F L = Kn ⊗Kn0(L)
(Kn0(L) ⊗F L) = Kn ⊗Kn0(L)

Ln0(L)

for n > n0(L), so each layer Ln/Kn is obtained from the single layer Ln0(L)/Kn0(L) via scalar
extension to Kn (for n > n0(L)), it is not at all clear how ramification in Ln/Kn behaves as
n→∞.

Since the obstruction to perfectness of the trace pairing on valuation rings is encoded
in the discriminant ideal, and the discriminant in a finite extension of local fields is the
norm of the different ideal, we shall now study the behavior of v(DLn/Kn) and v(DKn/K) =
v(DKn/Kn0

) + v(DKn0
/K) as n→∞, where DM ′/M denotes the different ideal [44, Ch. III].

The results we are after (Lemma 13.1.7, Lemma 13.1.10, Proposition 13.1.9, and Proposition
13.1.10) are insensitive to replacing K with any fixed Km, so by making such a replacement
we may and do arrange that K∞/K is a totally ramified Zp-extension. In particular, we
have Γ := Gal(K∞/K) ≃ Zp and Gal(Kn/K) ≃ Γ/pnΓ ≃ Z /pnZ, so Kn is the fixed field of
pnΓ on K∞ for all n > 0.

In Galois extensions, ramification is best understood via the ramification filtration. For
example, there is a formula for the valuation of the different in terms of orders of higher ram-
ification groups. Thus, let us briefly review some basic facts concerning higher ramification
groups for a finite Galois extension M/L of finite extensions of K inside of K. Let

{Gal(M/L)x}x>−1, {Gal(M/L)y}y>−1

respectively denote the filtration of Gal(M/L) by its ramification subgroups with the lower
and upper numberings [44, Ch. IV]. Essentially by definition, Gal(M/L)x = Gal(M/L)φL/M (x)

where φM/L is the Herbrand function. This function is the continous piecewise-linear self-
map of [−1,+∞) whose slope on the interval (i − 1, i) is # Gal(M/L)i/# Gal(M/L)0 for
all i > 0 [44, Ch. IV, §3]. In particular, φM/L(x) = x for x ∈ [−1, 0] (so Gal(M/L)0 =
Gal(M/L)0 = I(M/L) is the inertia subgroup). The lower numbering is compatible with
subgroups, whereas the upper numbering is compatible with taking quotients [44, Ch. IV,
Prop. 4].

Since the ramification filtration with the upper numbering is compatible with passage to
quotients, for infinite Galois extensions M/L it makes sense to pass to the limit to define
a filtration {Gal(M/L)y}y>−1 of Gal(M/L) which induces the upper-numbering filtration
{Gal(Mi/L)y})y>−1 on Gal(Mi/L) for every finite Galois subextension Mi/L in M/L. By
construction the Gal(M/L)y are closed subgroups of Γ, and ∩Gal(M/L)y = 1 (as can be
checked by passage to the case of finite extensions, where we can switch to the lower numbers
and see the vanishing of sufficiently high ramification groups). It is not obvious when the
Gal(M/L)y should be open!

Example 13.1.5. Consider the upper numbering filtration on Γ = Gal(K∞/K) ≃ Zp. The
nontrivial closed subgroups of Γ are pmΓ for m > 0, but it isn’t a priori evident just from the
definitions whether or not we may have Γy = 0 for all large y. Since Γ0 is the inertia subgroup,
at least Γ0 is open! In general there is a monotonically increasing sequence {ym}m>−1 in
[−1,∞) such that y ∈ (ym−1, ym] precisely when Γy = pmΓ. By the Hasse–Arf theorem [44,
Ch. 5, Thm. 1], the ym’s all are integers; they are called the “jumps” of the ramification
filtration.
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Beware that we are not claiming a priori that every pmΓ actually arises as a Γy. In fact, we
have ym+1 = ym precisely when it does not arise. Since ∩Γy = {0}, we see that Γy stabilizes
for large y (and so is {0}) precisely when the sequence of integers {ym} is eventually constant.
It is by no means obvious from the definitions if such terminal constancy cannot occur (and
it would occur if we worked with an unramified Zp-extension).

It turns out that in the above example the Γy’s are open, which is to say ym → ∞. In
fact, although the specific values ym for small m are erratic, for large m we get some nice
explicit behavior thanks to class field theory:

Lemma 13.1.6. There exists m0 > 0 such that ym+1 = ym + e for all m > m0, where
e = e(K) is the absolute ramification degree of K.

Proof. The ramification filtration within the inertia group Γ0 is insensitive to replacing K

with K̂un (see Exercise 1.4.4), so we may replace K with K̂un to reduce to the case when
the residue field k is algebraically closed. In this situation, Serre’s geometric local class field
theory [41] may be applied: there is a surjective continuous reciprocity morphism r : O

×
K → Γ

that carries maps the filtration {1+mi
K}i>1 onto that given by {Γi}i>1 (akin to the classical

case of ordinary local class field theory [44, Ch. 15, Cor. 3]). Since r must be a topological
quotient map, this shows that the Γi’s are open in Γ ≃ Zp, and so are nontrivial for all i. In
particular, ym → ∞. However, we still do not know that the ym’s are pairwise distinct for
all large m (i.e., pmΓ occurs as a Γy for all large m).

For i > 2e/(p − 1), the exponential map induces an isomorphism exp: mi
K ≃ 1 + mi

K .
Choose such an i0 and let ρ = r ◦ exp : mi0

K → Γ ≃ Zp, so the image of ρ is open. We prefer
to work with ρ because it is “additive”. For m big enough (say m > m0), the jumps ym
correspond to the jumps in the sequence {ρ(mi

K)}i>i0 of open subgroups of Γ. Here we have
used that the ym’s are actually integers, so the ramification groups Γi with i ∈ Z (which are
the ones described by class field theory) account for all subgroups Γy in Γ.

Let i > i0 be a jump; that is, there exists m > m0 such that ρ(mi
K) 6⊂ pmΓ and ρ(mi+1

K ) ⊂
pmΓ. By openness of the higher ramification groups in our case, we can increase m so that
ρ(mi+1

K ) = pmΓ. We want to show that the next jump occurs at exactly i+e; more specifically,

we will prove that ρ(mj
K) = pmΓ for i + 1 6 j 6 i + e and ρ(mi+e+1

K ) = pm+1Γ. Note that

mi+e+1
K = pmi+1

K . At this point all we can see is that ρ(mj
K) ⊂ pmΓ for j > i.

Pick a uniformizer π of K, so it is the root of an Eisenstein polynomial over W(k). This
gives

πe ∈ pW(k)× + pπW(k) + · · ·+ pπe−1 W(k),

so mi+e
K ⊂ pmi

K + pmi+1
K + · · · + pmi+e−1

K . As ρ(pmj
K) = pρ(mj

K) ⊂ pm+1Γ for j > i, and
ρ(pmi

K) = pρ(mK) 6⊂ pm+1Γ, we have ρ(mi+e
K ) 6⊂ pm+1Γ. Hence, ρ(mi+e

K ) = pmΓ, forcing

ρ(mj
K) = pmΓ for i 6 j 6 i + e. On the other hand, since πe ∈ pOK we have ρ(mi+e+1

K ) ⊂
pρ(mi+1

K ) ⊂ pm+1Γ. It follows that the jump after i occurs at i + e, with ρ(mi+e+1
K ) =

ρ(pmi+1
K ) = pρ(mi+1

K ) = pm+1Γ. �

The preceding lemma has the following somewhat technical consequence which will not
be used in the proof of Theorem 13.1.2 but will be invoked at the end of our later study of
norm fields (and so could have been postponed until the end of §13.3). We first recall our
standard notation that v is the valuation on CK normalized by v(p) = 1.
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Lemma 13.1.7. For m0 as in Lemma 13.1.6, there exists mK > m0 such that

v((g − id)(t)) >
1

2(p− 1)

for all m > mK , all g ∈ Gal(Km+1/Km), and all t ∈ OKm+1.

Proof. Let γ be a topological generator of Γ. For any m > 0, the group Gal(Km+1/Km) is
cyclic of order p and is generated by γp

m
. We have to show that there exists mK > m0 such

that

v((γp
m − id)(t)) >

1

2(p− 1)

for all m > mK and all t ∈ OKm+1.
The successive quotients Gal(Km+1/K)i/Gal(Km+1/K)i+1 are killed by p for i > 1 [44,

Ch. IV, Cor 3]. As these are subquotients of Γ ≃ Zp, they are either trivial or isomorphic
to Z /pZ. Since Km+1/K is totally ramified, this conclusion also holds for i = 0. Since
Km+1/K is a totally ramified cyclic extension of degree pm+1, it follows that every subgroup
of Gal(Km+1/K) arises as a ramification subgroup. Hence, the slopes of the Herbrand
function φm+1 := φKm+1/K (which are the indices of the ramification groups in the inertia
group) range through precisely the values {1, p−1, . . . , p−m−1}. From the definition of ym and
the compatibility of upper numbering with quotients, for the unique number xm > 0 such
that φKm+1/K(xm) is equal to the ramification jump value ym we have

Gal(Km+1/K)xm = Gal(Km+1/K)ym = pmΓ/pm+1Γ = 〈γpm〉.
The lower numbering is defined in terms of the normalized valuation for the top field, and
since v(p) = 1 the normalized valuation on Km+1 is eKm+1 · v, where eKm+1 = e[Km+1 : K] =
epm+1 is the absolute ramification index of Km+1. Thus, the above formula for the xmth
lower-numbering ramification group says exactly that

epm+1v((γp
m − id)(t)) > xm + 1

for all t ∈ OKm+1

For n 6 m, the graph of the piecewise-linear continuous Herbrand function φm+1 has slope
p−n−1 over the interval (xn, xn+1) of x for which Gal(Km+1/K)x = Gal(Km+1/K)φm+1(x) =
Gal(Km+1/K)yn+1. Hence, if n 6 m then yn+1 − yn = p−n−1(xn+1 − xn), so

xm = xm0 +
m−1∑

n=m0

pn+1(yn+1 − yn)

for m > m0. But for m > m0 we also have ym+1 = ym + e, due to how m0 was chosen (in
accordance with Lemma 13.1.6), so

xm = xm0 + ep · p
m − pm0

p− 1
.

If t ∈ OKm+1 we therefore have

v((γp
m − id)(t)) >

(xm0 + 1

e
− pm0+1

p− 1

)
p−m−1 +

1

p− 1
.
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It is therefore enough to choose mK such that

∣∣xm0 + 1

e
− pm0+1

p− 1

∣∣p−mK−1 6
1

2(p− 1)
,

where on the left side we use the usual archimedean notion of absolute on Q. �

bym−1

xm−1

bym

xm

bym+1

xm+1

slope p−m

slope p−m−1

Returning to the task of estimating growth of relative differents in towers, the following
general integral formula for the ordinal of a different will be quite useful:

Lemma 13.1.8. Let M and L be finite extensions of K with L ⊆M inside of K. Then

v(DM/L) =
1

eL

∫ ∞

−1

(
1− 1

# Gal(M/L)y

)
dy

Keep in mind that v is normalized with v(p) = 1; it is generally not the normalized
valuation for M or L. This is why there is a factor 1/eL in the formula, for example.

Proof. By [44, Ch. IV, Prop. 4], we have v(DM/L) = (1/eM)
∑

i>0(# Gal(M/L)i − 1
)
, with

the factor 1/eM due to how we normalized v. This is trivially rewritten as a piecewise-linear
integral:

v(DM/L) =
1

eM

∫ ∞

−1

(
# Gal(M/L)x − 1

)
dx

We now use change of variables to express this integral in terms of the upper numbering.
By definition of the Herbrand function, Gal(M/L)x = Gal(M/L)φM/L(x). Since Gal(M/L)0

is the inertia group, we have # Gal(M/L)0 = eM/eL.
For x not a corner point for φM/L we have

φ′
M/L(x) =

# Gal(M/L)x
# Gal(M/L)0

.

Thus, the change of variables y = φM/L(x) yields:

v(DM/L) =
1

eM

∫ ∞

−1

(
# Gal(M/L)y − 1

)# Gal(M/L)0

# Gal(M/L)y
d y

=
1

eL

∫ ∞

−1

(
1− 1

# Gal(M/L)y

)
d y

�

Our efforts finally pay off: we can prove that v(DKn/K) grow linearly in n to very good
approximation:
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Proposition 13.1.9. There exist a constant c and a bounded sequence {an}n>0 (all depending
on K∞/K) such that v(DKn/K) = n + c+ p−nan.

Proof. By Lemma 13.1.8 applied to the extension Kn/K, we have

v(DKn/K) =
1

e

∫ ∞

−1

(
1− 1

# Gal(Kn/K)y

)
d y

Compatibility of the upper numbering with quotients gives # Gal(Kn/K)y = Γy/(Γy ∩pnΓ),
so

(13.1.1) # Gal(Kn/K)y =

{
pn−m if ym−1 < y 6 ym with 0 6 m 6 n,

1 otherwise.

The integral therefore becomes the following sum:

(13.1.2) v(DKn/K) =
1

e

n∑

m=0

(ym − ym−1)(1− pm−n)

By Lemma 13.1.6, there is an integer m0 such that ym+1 = ym + e for all m > m0. Hence,
for n > m0 + 1 the formula (13.1.2) can be rewritten as:

v(DKn/K) =
1

e

m0∑

m=0

(ym − ym−1)(1− pm−n) +
1

e

n∑

m=m0+1

e(1− pm−n)

=
ym0 − y−1

e
− p−n

e

m0∑

m=0

pm(ym − ym−1) + (n−m0)−
pm0+1−n − p

p− 1

= n + c+ p−nan

where c =
ym0−y0

e
−m0 +1+ p

p−1
is independent of n and an = −pm0+1

p−1
− 1

e

m0−1∑
m=0

pm(ym−ym−1).

For n < m0 define an = pn
(
v(DKn/K)− n− c

)
. (Note that {an} is constant for large n.) �

As another application of the integral formula in Lemma 13.1.8, we can show that the
v(DLn/Kn)’s are extremely small for any finite Galois extension L/K. This is the “almost
étale” step.

Lemma 13.1.10. Let L be a finite Galois extension of K, and define Ln = LKn for n > 0.
The sequence {pnv(DLn/Kn)}n>0 is bounded.

Proof. Arguing as in the discussion following Example 13.1.4, by replacing K with some Kn

we can ensure that L is lineary disjoint from K∞ over K. That is, Ln = Kn ⊗K L for all
n > 0. Thus, Gal(Ln/K) decomposes as a direct product:

Gal(Ln/K) ≃ Gal(Kn/K)×Gal(L/K)

(where the projection to each factor is the natural quotient map, and so is compatible with
upper numbering filtrations).

By transitivity of the different and applying Lemma 13.1.8 to Kn/K and Ln/K we have

v(DLn/Kn) = v(DLn/K)− v(DKn/K) =
1

e

∫ ∞

−1

( 1

# Gal(Kn/K)y
− 1

# Gal(Ln/K)y

)
d y.
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Choose h > 0 such that Gal(L/K)y = {1} for all y > h; such an h exists since Gal(L/K) is
finite. Hence, Gal(Ln/K)y has trivial image in Gal(L/K), so the product decomposition for
Gal(Ln/K) implies that Gal(Ln/K)y injects into Gal(Kn/K). But its image in Gal(Kn/K)
is Gal(Kn/K)y due to quotient compatibility of the upper numbering, so we conclude that
the natural map Gal(Ln/K)y ։ Gal(Kn/K)y is an isomorphism for all y > h. In other
words, in the above integral formula for v(DLn/Kn) the integrand vanishes for y > h. Hence,
we can end the integration at h to get:

v(DLn/Kn) =
1

e

∫ h

−1

( 1

# Gal(Kn/K)y
− 1

# Gal(Ln/K)y

)
d y 6

1

e

∫ h

−1

d y

# Gal(Kn/K)y
.

The integrand was computed in (13.1.1), with an especially nice formula when y 6 yn, so
by choosing n0 large enough so that yn0 > h (as we may certainly do) we can replace the
final integral over [−1, h] with the analogous integral over [−1, yn0 ] and use (13.1.1) to get

v(DLn/Kn) 6
1

e

n0∑

m=0

(ym − ym−1)p
m−n =

p−n

e

n0∑

m=0

(ym − ym−1)p
m.

Hence, pnv(DLn/Kn) is bounded, as we claimed. �

Now we can finally prove Theorem 13.1.2:

Proof. Since the trace is transitive, we may enlarge M so that M/K∞ is Galois. Replacing
K by some Kn, we may arrange that K∞/K is a totally ramified Zp-extension, and there is a
large n and a finite Galois extension L/Kn inside of M such that M = LK∞. (To find L/Kn

for some large n, we “descend” M/K∞; see Exercise 13.7.2 below for a systematic treatment
of “descending” structures over K∞ to structures over Kn for some large n.) Replacing K
by such a Kn, with n also large enough so that Kn contains the finite extension L ∩K∞ of
K, we can ensure that L/K is not only finite Galois but also linearly disjoint over K from
all Km and K∞. Hence,

M = L∞ = K∞ ⊗K L = K∞ ⊗Km (Km ⊗K L) = K∞ ⊗Km Lm

for all m > 0. By Lemma 13.1.10 (!), we have v(DLn/Kn) = p−ncn where {cn}n>0 is a
bounded sequence.

Now pick α ∈ mK∞
, so α ∈ Kn for some n. Hence, for allm > n we can write αOKm = mim

Km

where im > 1. Note that im = pm−nin for m > n (because Km/Kn is totally ramified), so
im →∞. By [44, Ch. III, Prop. 7], we have

TrLm/Km(mj
Lm

) ⊂ mi
Km
⇔ m

j
Lm
⊂ mi

Km
D−1
Lm/Km

⇔ j

eLm/Kmep
m
>

i

epm
− cm
pm

⇔ j > eLm/Km(i− ecm).

In particular, TrLm/Km(OLm) = m
⌊ecm⌋
Km

. Since {cm}m>0 is bounded and im →∞, there exists
m > 0 such that im > ecm. It follows that α ∈ TrLm/Km(OLm). But we arranged a linear
disjointness property: M = K∞ ⊗Km Lm. Hence, by compatibility of ring-theoretic trace
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with respect to extension of scalars, we see that TrLm/Km(x) = TrM/K∞
(x) for all x ∈ OLm.

This proves α ∈ TrM/K∞
(OM). �

13.2. Perfect norm fields. The theory of norm fields is due to Fontaine and Wintenberger
([24], [51], [13, §4]). It sets up an equivalence of categories between the category of finite
extensions of certain infinitely ramified extensions of a p-adic field and the category of finite
separable extensions of an associated discretely-valued field of characteristic p (see Theorem
13.4.3).

There are two sides to the story: perfect norm fields and imperfect norm fields. We have
already seen examples of each, without recognizing them as such (since the concept of a
norm field has not yet been defined): the field Frac(R) from Theorem 4.3.5 is an example
of a perfect norm field and the field k((u)) that arose in §11.1 in a somewhat explicit form
is an example of an imperfect norm field. In neither of those cases did we see any “norms”,
nor did the constructions of those two fields look similar at all. Once we have explained how
the norm field constructions work, we will recover both of these earlier classes of fields from
a common point of view.

The case of perfect norm fields is somewhat easier to understand, as it amounts to just
some simple generalizations of the work we did already in our study of R and Frac(R) in
§4.3. Hence, we discuss this case first, and then (in §13.3) turn our attention to the imperfect
norm fields. Both cases will be useful in the development of the theory of (ϕ,Γ)-modules.

Remark 13.2.1. We are now going to have to make extensive use of W(k)[1/p], as well as
layers Kn of K∞/K. Hence, to avoid confusion about the meaning of K0, we now write F0

to denote W(k)[1/p].

Let L/F0 be an extension (not necessarily of finite degree) contained in K. Fix a proper
ideal a in OL that contains p and for which powers of a cut out the p-adic topology (i.e.,
aN ⊆ pOL for some N > 1); this rules out taking a = mL when L = K, for example.

Consider the inverse limit lim←−n>0
OL/a of Fp-algebras using the transition maps x 7→ xp.

This is the universal perfection RL := R(OL/a) from (4.2.1), so by Proposition 4.3.1 it is the
same as R(OL/(p)). For L = K it recovers the ring R that was studied in §4.3.

If ÔL denotes the valuation ring of the completion L̂ of L (i.e., it is the p-adic comple-

tion of OL) then OL/pOL = ÔL/pÔL, so Proposition 4.3.1 applied to ÔL gives a natural
multiplicative identification

(13.2.1) RL = {(x(n)) ∈
∏

n>0

ÔL | (x(n+1))p = x(n) for all n > 0.}

In what follows we will make frequent use of this identification. In particular, for x ∈ RL we
write x(n) to denote the nth component of the corresponding p-power compatible sequence

in ÔL.
The formula in (13.2.1) is functorial with respect to inclusions L ⊆ L′ among extensions

of F0 inside of K, via the natural injective map

RL = R(OL/pOL) →֒ R(OL′/pOL′) = RL′.

In this way we may and do identify all RL’s with subrings of RK = R.
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Recall that vR on Frac(R) satisfies vR((x(n))n>0) := v(x(0)), and this makes R the valuation
ring for vR on Frac(R). There is a similar result in general:

Lemma 13.2.2. Let L ⊆ K be a subfield containing F0 = W(k)[1/p], and let k′ be its residue
field inside of k. Then RL is the valuation ring in Frac(RL) relative to the restriction of the
valuation vR on Frac(R), and its residue field is k′. In particular, the RL’s are normal
domains.

Beware that vR may have trivial restriction to RL, which is to say that RL is a field
(equivalently, k′ = RL). By Exercise 13.7.3(2), this happens whenever [L : F0] is finite.

Proof. Expressing elements of Frac(RL) as ratios of elements of RL, we have to show that if

x, y ∈ RL−{0} and x|y in RK then x|y in RL. Passing to p-power compatible sequences in ÔL

respects multiplication, and so reduces the assertion to the evident claim that a divisibility

condition a|b in ÔL may be checked in OCK
.

To compute the residue field, we observe that the natural map RL → OL/(p)→ k′ defined
by x 7→ x(0) mod mL is a surjective ring map; this follows from the definition of RL and the
perfectness of k′. �

Since each RL is perfect by construction, the corresponding fraction fields Frac(RL) are
also perfect. In Lemma 4.3.3 we proved that R = RK is vR-adically separated and complete,
so it is also ̟-adically separated and complete for any ̟ ∈ mR − {0}.

The vR-adic topology onR = RK matches its subspace topology from the product topology
on
∏

n>0 OCK
(using the description ofR via p-power compatible sequences (x(n))n>0 in OCK

).

Hence, each RL is complete for the restriction of vR since ÔL is closed in OCK
. In particular,

RL is ̟-adically separated and complete for any ̟ ∈ mRL
− {0}, and Frac(RL) is complete

for the vR-adic topology.

Definition 13.2.3. The perfect norm field attached to L is Frac(RL).

So far we have not mentioned any actual norms. When we construct the imperfect norm
field attached to a finite extension M of K∞ (for which we will see some norms), its perfect
closure will turn out to be dense in the perfect norm field Frac(RM ) (thereby explaining the
name “perfect norm field”).

Consider the natural action by GF0 on Frac(R) that preserves vR. For any closed subgroup

H and corresponding subfield L = K
H

, H acts trivially on the perfect norm field Frac(RL)

since H acts trivially on ÔL. We can do better:

Proposition 13.2.4. For any closed subgroup H ⊆ GF0 with corresponding fixed field L =

K
H
, RH = RL and Frac(R)H = Frac(RL).

Proof. Using the identification

R = {(x(n)) ∈
∏

n>0

ÔCK
| (x(n+1))p = x(n) for all n > 0}

we may pass to H-invariants to get that RH is computed by the same formula as R except

with OCK
replaced with OH

CK
= OCH

K
= ObL (see Proposition 2.1.2). But ObL = ÔL, so we
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have proved RH = RL inside of R. Since R and RL are each valuation rings within their
fraction fields for the same rank-1 valuation vR on R, provided that vR is nontrivial on RL

(i.e., RL is not a field) we can invert a single non-unit in RL to get the desired equality at
the level of fraction fields.

Now consider the case when RL is a field. In this case, if x ∈ Frac(R)H we have to show
that x ∈ R. If not then 1/x ∈ R, so 1/x ∈ RH = RL with RL a field. This forces x ∈ RL ⊆ R
as well, contradicting the assumption that x 6∈ R. �

Consider the valuation vR on Frac(R) from Lemma 4.3.3 that makes Frac(R) complete
with valuation ring R. The action of GF0 on Frac(R) leaves this valuation invariant, so the
GF0-action is continuous for the vR-adic topology. This is akin to the fact that the GF0-action
on OCK

is continuous for the p-adic topology.

Remark 13.2.5. Beware that the action by GF0 on R and Frac(R) is not continuous for the
discrete topology on these rings. There are two ways to see this. First, the natural surjective
multiplicative map R → OCK

defined by x 7→ x(0) respects the absolute values and GF0-
actions, so it suffices to show that the GF0-action on OCK

does not have open stabilizers.
By Proposition 2.1.2, for any open subgroup H ⊆ GF0 the corresponding field of invariants

CH
K is the finite extension K

H
of F0, so any element of CK not in K has non-open stabilizer;

such elements exist since K is not complete [8, 3.4.3/1].
Another way to see the GF0-action on R is not continuous for the discrete topology is to

exhibit an explicit element with non-open stabilizer. For example, the nontrivial element
ε ∈ 1 + mR from Example 4.3.4 satisfies g(ε) = εχ(g) for g ∈ GF0. Since 1 + mR with its
natural Zp-module structure is torsion-free (as char(R) = p), for a, a′ ∈ Zp we see that
εa = εa

′

if and only if a = a′. Hence, g(ε) = ε if and only if χ(g) = 1. Since χ does not have
open kernel, GF0 does not act on ε with an open kernel.

We can finally relate the Galois theory of an infinitely ramified extension of K to the Galois
theory of a field of characteristic p, namely its associated perfect norm field. Our analysis
will rest on an input from the theory of imperfect norm fields, so we give part of the proof
now and then finish it later (see Corollary 13.3.12); the reader can check that no circular
reasoning is involved. We fix an infinitely ramified Galois extension K∞/K satisfying the
properties given in the discussion immediately preceding Example 13.1.4.

Proposition 13.2.6. Let M1 and M2 be finite extensions of K∞ inside of K, and assume
that M2 ⊆M1. The associated extension of perfect norm fields Frac(RM1)/Frac(RM2) inside
of Frac(R) is finite separable of degree [M1 : M2].

If M1/M2 is Galois then the natural action of GF0 on Frac(R) induces an isomorphism

Gal(M1/M2) ≃ Gal(Frac(RM1)/Frac(RM2).

The key to this proposition is that there is no “degree collapsing” when passing from M
to Frac(RM). This rests crucially on the fact that we work with fields M with infinite p-part
in their ramification; see Exercise 13.7.3. Also, note that the corollary does not say that
every finite (necessarily separable) extension of Frac(RK∞

) inside of the algebraically closed
field Frac(R) has the form Frac(RM ) for some finite extension M/K∞ inside of K. To get
such an equivalence of Galois theories we will pass to imperfect norm fields in §13.4.
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Proof. Since the Frac(RM)’s are perfect, all extensions among them are separable. To prove
that Frac(RM1) is finite over Frac(RM2) with degree [M1 : M2], choose a finite extension
M0/M1 in K such that M0/M2 is Galois. Since Frac(RM1) is an intermediate field in the
extension Frac(RM0)/Frac(RM2), it suffices to settle the Galois part of the claim (as we can
then apply it to both M0/M1 and M0/M2). Hence, we now may and do assume that M1/M2

is Galois.
Let Hi = Gal(K/Mi), so H2/H1 is naturally identified with Gal(M1/M2). By Proposition

13.2.4, we have Frac(R)Hi = Frac(RMi
), and GF0 naturally acts on Frac(RM1) via the GF0-

action on the finite Galois extension M1/F0. Under this action H1 acts trivially, so there is a
natural action by H2/H1 on Frac(RM1), and under the identification H2/H1 = Gal(M1/M2)
this is the natural action induced by Gal(M1/M2). Hence,

Frac(RM1)
Gal(M1/M2) = Frac(RM1)

H2/H1 = (Frac(R)H1)H2/H1 = Frac(R)H2 = Frac(RM2).

By Artin’s lemma, if F is any abstract field equipped with an action by a finite group G,
then F is finite Galois over the subfield FG of G-invariants and the image of G in Aut(F ) is
Gal(F/FG). Applying this with F = Frac(RM1), we conclude that Frac(RM1)/Frac(RM2) is
indeed a finite Galois extension and that Gal(M1/M2) maps onto its Galois group. The only
remaining problem is to prove that this surjective map of groups is an isomorphism, which
is to say that if g ∈ Gal(M1/M2) acts trivially on RM1 then g = 1. This will be proved in
Corollary 13.3.12. �

13.3. Imperfect fields of norms: construction. The theory of imperfect norm fields aims
to describe the Galois theory of an infinitely ramified Galois extension K∞/K inside of K
of the type considered in the discussion immediately preceding Example 13.1.4. (Actually,
the general theory as in [51] handles a much larger class of infinitely ramified extensions
K∞/K, namely those whose Galois closure has Galois group with the property that the
higher ramification groups are all open; these are called arithmetically profinite extensions,
and a theorem of Sen shows that this openness holds when the Galois group is a p-adic
Lie group and has open inertia subgroup. This generality is important in work of Breuil
and Kisin, which uses non-Galois extensions obtained by adjoining a compatible system of
p-power roots of a uniformizer π, as in the integral p-adic Hodge theory in Part III.)

We now fix such an extension K∞/K, and recall that it comes equipped with an exhaustive
rising tower of finite Galois subextensions Kn/K (n > 0) such that for some n0 > 0 each
extension Kn/Kn0 is totally ramified and cyclic of degree pn−n0 for all n > n0. We let
Γ = Gal(K∞/K), and note that the open normal subgroup Gal(K∞/Kn0) is topologically
isomorphic to Zp. Since we are most interested in the caseK∞ = K(µp∞) (as in the discussion
at the beginning of §13.1), we definitely do not assume that n0 = 0, nor do we assume that
Γ has no nontrivial p-torsion (as we want to allow K = Qp with p = 2). We also do not
assume Γ is abelian, though this is not important for the applications we will give.

We fix a finite extension M/K∞ inside of K, and aim to associate to this an “imperfect
norm field” inside of Frac(R). This will proceed by using a “finite approximation”. That
is, we choose a finite extension L/K such that M = LK∞, and we define Ln = LKn for
all n > 0 and L∞ = LK∞ = M . By Example 13.1.4, the tower {Ln/L}n>0 satisfies the
same axioms as {Kn/K}. In particular, there is an n0(L) such that L∞/Ln0(L) is a totally
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ramified Zp-extension with each Ln/Ln0(L) of degree pn−n0(L) for n > n0(L). This n0(L) will
be fixed throughout what follows (and we write n0 to denote n0(K)). Our construction of
the imperfect norm field EM ⊆ Frac(R) attached to M will use the tower {Ln}, but in the
end we will check that EM is independent of the initial choice of L.

Much like perfect norm fields, the imperfect norm field associated to M will be the fraction
field of a certain complete valuation ring inside of R. It will have perfect closure that is dense
in Frac(RM ), so the construction of its valuation ring will be given inside of RM .

Our first lemma begins to show why we use the terminology “norm fields” (and the com-
plete justification will be given in Lemma 13.7.5).

Lemma 13.3.1. There exist an integer nL > 0 and a proper ideal aL in OL(nL)
containing p

and cutting out the p-adic topology such that

NLn+1/Ln(x) ≡ xp mod aLOLn+1

for all x ∈ OLn+1 and all n > nL.

Proof. Applying Lemma 13.1.7 to the totally ramified Zp-extension L∞/Ln0(L), there is an
integer nL > n0(L) such that for all n > nL we have

v
(
(g − id)(x)

)
>

1

2(p− 1)

for all x ∈ OLn+1 and all g ∈ Gal(Ln+1/Ln). Since L∞/Ln0(L) is a totally ramified Zp-
extension, by increasing nL enough we can arrange that there is an element y ∈ OLnL

such

that 0 < v(y) 6 1
2(p−1)

. Take aL = yOLnL
. Then for all n > nL and all x ∈ OLn+1 we have

NLn+1/Ln(x) =
∏

g∈Gal(Ln+1/Ln)

g(x) ≡ xp mod aLOLn+1.

�

Remark 13.3.2. In what follows, we always take nL big enough as in the preceding proof
with nL > n0(L) as well, so L∞/LnL

is a totally ramified Zp-extension.

Lemma 13.3.1 shows that by working at the level of the finite extensions Ln/L we can
relate p-power compatible sequences to norms at finite layer Ln+1/Ln far up in the tower of
finite subextensions of L∞/L. More specifically, by Proposition 4.3.1 we have

RL∞
= R(OL∞

/aLOL∞
) = {(xn) ∈

∏

n>0

(OL∞
/aLOL∞

) | xpn+1 = xn for all n},

and Lemma 13.3.1 says that if n > nL then the composite map

(13.3.1) OLn+1

NLn+1/Ln−→ OLn ։ OLn/aLOLn →֒ OLn+1/aLOLn+1

is a factorization of x 7→ xp mod aLOLn+1.

Definition 13.3.3. The ring E+
L ⊆ RL∞

is the subring of p-power compatible sequences
(xn)n>0 such that xn ∈ OLn = OLKn for sufficiently large n.
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From the definition, we see that E+
L is a local domain of characteristic p (its units are

elements which are units in RL∞
). In view of the factorization (13.3.1) of the p-power map

in terms of a norm, the condition in this definition actually forces xn ∈ OLn for all n > nL
and (xn)n>nL

is even “norm-compatible”. Due to the closedness of OLn in ÔL∞
for all n > nL

it follows that E+
L is closed in RL∞

, so it is complete for the vR-adic topology. Note that
we have not yet exhibited any nontrivial elements of RL∞

beyond those coming from the
residue field! Since we cannot expect to extract arbitrary p-power roots of elements of OL∞

,
in contrast with OK , for general K∞ it is not obvious at all how to make interesting elements
of RL∞

(aside from special cases such as K∞ = K(µp∞) for which we have ε ∈ RK∞
). In

Lemma 13.3.6 we will make many interesting elements of E+
L .

Remark 13.3.4. The reason for the notation E+
L is as follows: the “+” refers to the fact that

this is a domain sitting inside of another ring of interest to be obtained by inverting a single
distinguished element (much as we get BdR from B+

dR, Bcris from B+
cris, and Bst from B+

st).
In fact it will turn out to be a discrete valuation ring, so inverting any nonzero non-unit
will yields its fraction field (to be called EL). The “E” refers to the fact that it is a ring of
characteristic p (much like E and E from §3).

Now we check that the subring E+
L in RL∞

only depends on L∞ rather than on L inside
of K. Indeed, if L′ ⊆ K is another subextension of K/K finite over K such that L′

∞ = L∞

then there exist m,m′ > 0 such that L ⊂ L′
m′ = L′Km′ and L′ ⊆ Lm = LKm, so for all

n > max(m,m′) we have

Ln = LKn = (LKm)Kn ⊇ L′Kn = L′
n, L

′
n = L′Kn = (L′Km′)Kn ⊇ LKn = Ln.

Since the definition of E+
L only depends on the Ln’s for large n, we get the asserted indepen-

dence of L. Hence, the following definition (which is elaborated upon in Exercise 13.7.5) is
well-posed:

Definition 13.3.5. Let M/K∞ be a finite extension, and choose a finite extension L/K
inside of M such that M = LK∞ = L∞. Then define E+

M := E+
L inside of RL∞

= RM . The
fraction field EM = Frac(E+

M) is called the field of norms of M relative to K∞/K. (We also
denote it as EL.)

Whereas the valuation rings of the perfect norm fields are never noetherian in interesting
cases, the characteristic p local domain E+

L turns out to always be a complete discrete
valuation ring. To analyze the structure of the rings E+

L , we need to find a uniformizer. The
obvious strategy is to look for a compatible sequence of uniformizers in the Ln’s for large n
and to show that it “works”. This is what we will do.

Choose n > nL, so Ln+1/Ln is totally ramified and hence any uniformizer of Ln+1 has
norm in Ln that is a uniformizer of Ln. As Exercise 13.7.5 shows, we essentially need to
go in the other direction: work our way up the tower to build a norm-compatible sequence
(for large n). Actually, rather than working with norms, we can stick with the condition of
p-power compatible sequences in the OLn/aOLn’s for large n, which is how we defined E+

L .
It is not at all obvious how to find such sequences. Finding a p-power compatible sequence
of uniformizers taken modulo aL comes down to some clever algebra:
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Lemma 13.3.6. For any n > nL and uniformizer πLn of Ln, there exists a uniformizer
πLn+1 of Ln+1 such that πpLn+1

≡ πLn mod aLOLn+1.

Proof. First pick a uniformizer π of Ln+1, so NLn+1/Ln(π) is a uniformizer of Ln (as Ln+1/Ln
is totally ramified, since n > nL). Thus, the πLn-adic expansion of NLn+1/Ln(π) has vanishing
constant term. Letting k′ denote the common residue field kLm of all Lm’s for m > nL, we
get Teichmüller coefficients {ai}i>1 in k′ such that

NLn+1/Ln(π) =

∞∑

i=1

[ai]π
i
Ln
,

and a1 6= 0 since NLn+1/Ln(π) is a uniformizer of Ln.
The uniformizer πLn+1 that we seek to construct in Ln+1 must have a π-adic expansion∑∞
j=1[bj ]π

j for some sequence {bj}j>1 in k′ to be constructed (with b1 6= 0). Working modulo
aLOLn+1, since p ∈ aL we use the property of aL from Lemma 13.3.1 to compute that modulo
aLOLn+1 we have,

πpLn+1
≡

∞∑

j=1

[bpj ]π
pj ≡

∞∑

j=1

[bpj ]
( ∞∑

i=1

[ai]π
i
Ln

)j

≡
∞∑

m=1

(
[bpm][a1]

m +

m−1∑

j=1

[bpj ]Pm,j([a1], . . . , [am])
)
πmLn

mod aLOLn+1

for some Pm,j ∈ Z[X1, . . . , Xm]. Since a1 6= 0 and k′ is perfect, we can find {bm}m>1 in k′

solving the infinite system of equations

bpma
m
1 +

m−1∑

j=1

bpjPm,j(a1, . . . , am) = δm,1

(where δm,1 is the Kronecker symbol), noting that for m = 1 we get b1 = a
−1/p
1 6= 0. This

defines a uniformizer πLn+1 such that πpLn+1
≡ πLn mod aLOLn+1 . �

Now fix a uniformizer πLnL
of LnL

. By Lemma 13.3.6 we can inductively construct a se-
quence {πLn}n>nL

of uniformizers in the Ln’s for n > nL such that πpLn+1
≡ πLn mod aLOLn+1

for all n > nL. To fill in the missing values for n < nL, we proceed as in Exercise 13.7.5 by

defining πLn := πp
nL−n

LnL
in mLnL

. (This may fail to lie in Ln, let alone to be a uniformizer of

Ln, for n < nL.) The sequence πL := (πLn)n>0 is an element of E+
L . It depends on the specific

choice of πLn ’s for all n > nL, but for our needs it is safe to use the suggestive notation πL.
What is vR(πL)? Recall that by definition, for any ideal a ⊆ OCK

cutting out the p-adic
topology and for any x = (xn) ∈ R(OCK

/a) = R, x(0) = lim x̂p
n

n in OCK
for an arbitrary

choice of lifts x̂n ∈ OCK
of xn for all n > 0 (no p-power compatibility requirement!). Hence,

for x = πL we can take x̂n = πLn for large n, so

vR(πL) := v(π
(0)
L ) = lim pnv(πLn).

But for n > nL the extension Ln/LnL
is totally ramified of degree pn−nL, so v(πLn) =

v(πLnL
)/pn−nL. Hence, for n > nL we see that the number pnv(πLn) > 0 is independent of
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n. In other words:

vR(πL) = pnLv(πLnL
) =

pnL

e(LnL
)
> 0.

Our goal is to show that E+
L is a complete discrete valuation ring with πL as a uniformizer.

Example 13.3.7. Consider L = K0 := W(k)[1/p], K∞ = K0(µp∞), and Kn = K0(ζpn).
We then have v(πKn) = 1/pn−1(p − 1) for any uniformizer πKn of Kn for any n > 0, so
vR(πK0) = p/(p− 1) > 0.

More specifically, in this case we can actually write down an explicit norm-compatible
system of uniformizers at all levels: πKn = ζpn − 1 for n > 1. Viewed as a sequence in
the ring OK/(p), we see that this corresponds to ε − 1 ∈ R(OK) = R, so the norm field
EK0(µp∞ ) admits ε − 1 as a uniformizer. (Recall that in Example 4.3.4 we directly checked
that vR(ε− 1) = p/(p− 1) for all p, including p = 2.)

Since vR(πL) > 0, the πL-adic topology on R is equal to vR-adic topology with respect
to which R is separated and complete. Since E+

L is closed in R for the vR-adic topology, it
follows that E+

L is separated and complete for the πL-adic topology. We have not yet proved
that the πL-adic topology on E+

L is as fine as the vR-adic one; this will be easy to see once
we show that E+

L is an equicharacteristic complete discrete valuation ring with uniformizer
πL.

To work out the structure of the characteristic p local domain E+
L , since we have a candidate

for a uniformizer we should next determine its residue field. Since L∞/Ln0(L) is totally
ramified (in the sense that all finite subextensions are totally ramified over Ln0(L)), the
residue field kL∞

of OL∞
is the same as that of OLn0(L)

; this is a finite extension k′ of k, and

it coincides with the residue field of OLn for all n > n0(L). We therefore have W(k′) ⊆ OLn

for all n > n0(L), so k′ = W(k′)/(p) is naturally a subfield of OLn/aLOLn for all n > n0(L).
Since k′ is perfect, using p-power transition maps thereby identifies k′ with a subring of
E+
L . (In more concrete terms, we have just shown that E+

L as a subring of the k-algebra R
contains k′; see 4.2.3.) In view of the πL-adic separatedness and completeness of E+

L , we now
get a unique kL∞

-algebra map

θL : kL∞
[[X]]→ E+

L

carrying X to πL, and it is continuous for the X-adic and πL-adic topologies. Since E+
L is

a domain and θL(πL) 6= 0, it is clear that θL is injective (due to the structure of ideals in
kL∞

[[X]]). Even better:

Proposition 13.3.8. The map θL is an isomorphism. In particular, E+
L → R is a local map

of valuation rings, so a pair of nonzero elements x, y ∈ E+
L satisfy x|y in E+

L if and only if
vR(x) > vR(y).

This proposition implies that the vR-adic topology on E+
L is the same as the πL-adic

topology, and that the norm field EL is exactly E+
L [1/πL] inside of Frac(RL∞

).

Proof. Let k′ = kL∞
, and choose n > nL. We have kLn = k′, so OLn = W(k′)[πLn ]. Let en

denote the absolute ranification index of Ln and δL = v(aL) ∈ (1/enL
)Z>0, so since p ∈ aL

we have OLn/aLOLn = k′[πLn ]/(πenδL
Ln

). Since Ln/LnL
is totally ramified of degree pn−nL, we
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have en = pn−nLenL
. Thus, there is a unique isomorphism

θL,n : k′[Xn]/(X
pn−nLcL
n )→ OLn/aLOLn

satisfying Xn 7→ πLn and θL,n(a) = ap
−n

for all a ∈ k′ (where cL := enL
δL ∈ Z>0 is an

integer).
It is straightforward to verify (with the help of Lemma 13.3.1 and Lemma 13.3.6) the

commutativity of the diagram

k′[Xn+1]/(X
pn+1−nLcL
n+1 )

≃θL,n+1

��

prn // k′[Xn]/(X
pn−nLcL
n )

≃ θL,n

��
OLn+1/aLOLn+1

fn // OLn/aLOLn

where fn is the p-power map and prn is the map of k′-algebras sending Xn+1 to Xn. Passing
to the inverse limit yields an isomorphism of rings

lim←−
n>nL

θL,n : k′[[X]]≃ lim←−
n>nL

OLn/aLOLn

mapping X = lim←−n>nL
Xn to πL = lim←−n>nL

πLn . This map is θL precisely because of how

the k′-algebra structure on E+
L is defined (using compatible p-power root extractions in k′,

exactly as with the definition of the maps θL,n|k′). �

In the setting of the cyclotomic extension as in Example 13.3.7 (with K = W(k)[1/p]), we
conclude that the uniformizers in E+

K∞
are precisely the elements with vR-valuation equal to

p/(p− 1).

Remark 13.3.9. Since vR restricts to a multiple of the normalized valuation on the discretely-
valued field EL, it follows that if L′/L is a finite extension inside of K (with L finite over
W(k)[1/p]) then vR(πL′) = vR(πL)/e(EL′ /EL) where e(EL′ /EL) denotes the ramification
index of the “local” extension of discretely-valued fields EL′ /EL (which we have not yet
shown to be a finite separable extension).

Our interest in the (imperfect) norm fields EM for finite extensions M/K∞ is because
we will eventually prove that the correspondence M 7→ EM sets up a fully faithful bijection
between the finite extensions of K∞ inside of K and the finite separable extensions of EK∞

=
EK inside of the algebraically closed field Frac(R). In particular, the Galois theory of K∞

will coincide with that of the discretely-valued complete equicharacteristic field EK∞
. To get

a handle on the relations among these fields, it will be useful to relate them to the perfect
norm fields. More precisely, we wish to see how the fraction field EM of E+

M is related to the
perfect fraction field Frac(RM) of RM .

Choose L finite over F0 = W(k)[1/p] inside of M so that M = L∞. We have a local
inclusion E+

M := E+
L → RM (in particular, RM really is not a field!), and so by perfectness

we see that RM contains the ring ϕ−∞(E+
M) of p-power roots of elements of E+

M (and likewise
at the level of fraction fields). We shall prove that ϕ−∞(E+

M) is dense in RM for the vR-adic
topology (and so likewise at the level of fraction fields). To do this, we need some more
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precise control on how “big” RM is inside of R = R(OK/(p)) = R(OK/aLOK). This rests on
a study of the following map: for n > 0, define

(13.3.2) ρn : R→ OK/aLOK

by the formula (xm)m>0 7→ xn. The restriction ρn|RM
has image contained in OM/aLOM ,

and we now describe the kernel and image of ρn|RM
more precisely:

Corollary 13.3.10. Let M/K∞ be a finite extension inside of K, and choose L/F0 finite
inside of K such that M = L∞. The map ρn induces a surjection RM → OM/aLOM whose

kernel is πp
n−nLcL
L RM , where cL > 1 is an integer depending only on L and aL. If n > nL

then this map carries E+
M := E+

L onto OLn/aLOLn.

Proof. Via the isomorphism θL of Proposition 13.3.8, if n > nL then the restriction of ρn to
E+
L is identified with the kL∞

-algebra map map kL∞
[[X]] → OLn/aLOLn sending X to πLn

for all n > 0. This is visibly surjective, and (with δL := v(aL) and en := eLn) its kernel is

generated by XδLen = Xpn−nLcL, where cL = enL
δL, so the second statement is proved.

For arbitrary n > 0 we have ρn+1 ◦ ϕ = ρn on RM , where ϕ is the p-power map, so by
invertibility of ϕ on the perfect RM we see that all ρn(RM)’s are the same. If we fix n and
choose m > max(n, nL) then

OLm/aLOLm = ρm(E+
L) ⊆ ρm(RM) = ρn(RM).

Letting m grow, this proves that ρn|RM
has full image in OM/aLOM .

It remains to determine the kernel of ρn on RM , We have vR(πL) = pnLv(πLnL
) = pnL/enL

where enL
is the absolute ramification index of LnL

. Hence, for x = (x(m))m>0 ∈ RM we have

that ρn(x) = 0 if and only if x(n) ∈ aLÔM , and since vR(x) := v(x(0)) = pnv(x(n)) we see
that it is equivalent to have vR(x) > pnδL = pn−nLcLvR(πL). In other words, ker(ρn|RM

) =

πp
n−nLcL
L RM , as desired. �

As an application of this corollary, we can establish the link between imperfect and perfect
norm fields:

Proposition 13.3.11. Let M/K∞ be a finite extension inside of K, and L/F0 finite with
L∞ = M . The subring ϕ−∞(E+

M) in RM is dense for the vR-adic (equivalently, πL-adic)
topology.

Proof. Pick an arbitrary element x ∈ RM , so x is identified with a p-power compatible
sequence (xm)m>0 in OM/aLOM . To approximate x by an element of ϕ−∞(E+

M) we see to
build some p-power compatible sequences (yn) of elements yn ∈ OLn/aLOLn for n > nL.
To this end, fix n > nL and consider xn ∈ OM/aLOM . Since OM is the rising union of
the valuation rings OLm for m > 0, we can pick n′ > n such that xn lies in the subring
OLn′

/aLOLn′
.

By Corollary 13.3.10, there exists y = (ym)m>0 ∈ E+
M := E+

L such that yn′ = xn. Hence,
ρn(x) = ρn′(y) = ρn(ϕ

n−n′

(y)), so

x− ϕn−n′

(y) ∈ ker ρn|RM
= πp

n−nLcL
L RM

(once again using Corollary 13.3.10). By taking n large, we get elements of ϕ−∞(E+
M)

arbitrarily close to x. �
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The loose end from the theory of perfect norm fields (at the end of the proof of Proposition
13.2.6) can now be filled in:

Corollary 13.3.12. Let M ′/M be a finite Galois extension of finite extensions of K∞. If
g ∈ Gal(M ′/M) acts trivially on RM ′ then g = 1.

Proof. Let L/K be a finite extension such that L∞ = M and L = LnL
. Every element of RM ′

is represented by a unique p-power compatible sequence in ÔM ′, so g acts trivially on all such
sequences. The surjectivity in Corollary 13.3.10 gives that every element of OM ′/aLOM ′. is

the reduction of the initial term of an element of RM ′ . In particular, the g-fixed part of ÔM ′

maps surjectively to OM ′/aLOM ′. But since L = LnL
, we have that aL is a proper ideal in

OL (on which g acts trivially). Thus, by successive approximation we conclude that g acts

trivially on ÔM ′, so g = 1 as desired. �

13.4. Imperfect norm fields: Galois equivalence. We can now finally study how the
norm field EM varies with M . By construction, if M ′/M/K∞ is a finite tower inside of K
then EM is contained in EM ′ inside of Frac(R) since we can write M ′ = L′

∞ and M = L∞

with L′/L finite over W(k)[1/p] inside of K. We eventually wish to show that all finite
separable extensions of the norm field EK∞

have the form EM , and use this to identify the
Galois theory of K∞ and EK∞

. It is not yet clear if such extensions of (imperfect) norm
fields are separable, but let us first show that the degree is as desired:

Proposition 13.4.1. For M ′/M/K∞ finite inside of K, the extension EM ′ /EM has finite
degree equal to [M ′ : M ].

Proof. By choosing a finite Galois extension of M inside of K that contains M ′, we may use
transitivity of field degree to reduce to the case when M ′/L is Galois. Thus, we can choose
a finite extension L′/L over W(k)[1/p] such that L′/L is Galois, M ′ = L′

∞, M = L∞, and L′

is linearly disjoint from L∞ over L, so for Ln = LKn and L′
n = L′Kn we have the equality

of Galois groups
Gal(L′/L) = Gal(L′

n/Ln) = Gal(M ′/M)

for all n. We can also arrange that L has the same residue field as L∞ = M (i.e., all Ln/L
are totally ramified). Since L′/L and M ′/M have canonically identified Galois groups, there
is a canonical bijection between their lattices of intermediate fields. In particular, by using
transitivity of field degree, it suffices to separately treat the cases when L′/L is unramified
or totally ramified. Moreover, in the totally ramified case we may assume that M ′ and M
have the same residue field (as otherwise some L′

n/Ln has a nontrivial residue field degree,
so by replacing L′/L with such an L′

n/Ln we could use another application of the unramified
case and drop the degree of [M ′ : M ], and proceed by induction on this dgeree). Keep in
mind that EM = EL and EM ′ = EL′ .

First assume that L′/L is unramified, so since L∞/L is totally ramified it follows that
L′
n/Ln is unramified for all n, so uniformizers of Ln are uniformizers of L′

n for all n. Hence,
we can use πL as πL′, so the extension EL′ /EL of completely discretely-valued fields has
ramification index 1. Its residue field extension is kL′

∞
/kL∞

, so [EL′ : EL] = [kL′
∞

: kL∞
].

Likewise, since L′/L is unramified, we have [L′ : L] = [kL′ : kL]. It has been arranged that
kL∞

= kL, and since L′
n = L′ ⊗L Ln with Ln/L totally ramified and L′/L unramified we see
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that kL′
n

= kL′ for all n > 0. Passing to the limit, kL′
∞

= kL′, so the desired equality of field
degrees is proved in the unramified case.

Now we can assume L′/L is totally ramified with all L′
n, Ln, L

′
∞ = M ′, and L∞ = M having

a common residue field k′. Thus, each L′
n/Ln is totally ramified with degree e := [L′

∞ : L∞],
so for any choice of uniformizers πLn or Ln and πL′

n
of L′

n we have OL′
n

= OLn[πL′
n
] and

πLn = πeL′
n
un for some un ∈ O

×
L′

n
. Choose the uniformizers so that for n > max(nL, nL′) we

have

πpLn+1
≡ πLn mod aLOLn+1, π

p
L′

n+1
≡ πL′

n
mod aLOL′

n+1
.

Then upn+1 ≡ un mod π−e
L′

n
aLOL′

n+1
provided that n is big enough so v(πeL′

n
) 6 v(aL) (and we

can find such n since L′
∞/L

′
m is a totally ramified Zp-extension for large enough m).

This compatibility property for the elements un ∈ O
×
L′

n
for large n defines an element

u ∈ (E+
L′)× such that πL = πeL′u. Since EL′ = k′((πL′)) and EL = k′((πL)), we conclude that

the local extension of complete discrete valuation rings E+
L → E+

L′ induces the extension
k′ → k′[t]/(te) modulo πL. Successive approximation therefore implies that it is a module-
finite extension, necessarily then finite flat with degree e. Hence, EL′ /EL is a finite extension
of fields with degree e = [L′

∞ : L∞]. �

Recall from field theory that if F ′/F is a finite extension of fields, then # Aut(F ′/F ) 6
[F ′ : F ] with equality if and only if F ′/F is Galois. We use this to prove:

Proposition 13.4.2. For every tower M ′/M/K∞ of finite extensions, the extension of norm
fields EM ′ /EM is finite separable with degree [M ′ : M ], and if M ′/M is Galois then so is
EM ′ /EM , and there is a natural isomorphism Gal(M ′/M) ≃ Gal(EM ′ /EM).

It will be proved shortly that there is a converse: if EM ′ /EM is Galois then so is M ′/M ,
and in general HomK∞

(M1,M2) = HomEK∞
(EM1 ,EM2) for all finite extensions M1,M2 of

K∞ inside of K.

Proof. By transitivity of separability and field degree via a finite extension of M ′ that is
Galois over M , it suffices to treat the case when M ′/M is Galois. Proposition 13.4.1
shows that [EM ′ : EM ] = [M ′ : M ], so we just have to construct a natural isomorphism
Gal(M ′/M)→ Aut(EM ′ /EM).

We may and do find finite extensions L′/L/K such that M ′ = L′
∞, M = L∞, and L′/L is

Galois with L′
∞ = L′ ⊗L L∞. In particular, [M ′ : M ] = [L′ : L] and Gal(M ′/M) is naturally

identified with Gal(L′/L), with this group identification compatible with any further increase
in L (and corresponding increase in L′). We also increase L so that we can take LnL

= L,
so aL is an ideal in OL (proper and containing p). There is a natural map of groups

Gal(L′/L)→ Aut(EL′ /EL) = Aut(EM ′ /EM)

(the latter equality by definition of EM ′ and EM), and it suffices to show that this is an
isomorphism. The target has size [EM ′ : EM ] = [M ′ : M ] and the source has size [L′ : L] =
[M ′ : M ], so it suffices to prove injectivity.

Consider g ∈ Gal(L′/L) that acts trivially on EL′, so its isometric action on RL′
∞

= RM ′

is trivial on the subring ϕ−∞(E+
L′) of p-powers of elements of E+

L′ = E+
M ′. By Proposition
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13.3.11 this subring is dense, so g acts trivially on RM ′ . Hence, the element g ∈ Gal(L′/L) =
Gal(M ′/M) acts trivially on RM ′ , so by Corollary 13.3.12 we get g = 1 as desired. �

Theorem 13.4.3. The functor
{
finite extensions of K∞ in K

}
→
{
finite separable extensions of EK∞

in Frac(R)
}

M  EM

is an equivalence of Galois-categories.

There are two things to be proved: the bijectivity on Hom-sets, and the essential surjec-
tivity of the functor. First we consider bijectivity of the map

HomK∞
(M ′,M)→ HomEK∞

(EM ′,EM).

Let M ′′/K∞ be a finite Galois extension containing M and M ′. Then HomK∞
(M ′,M) is the

set of Gal(M ′′/M)-invariant elements in HomK∞
(M ′,M ′′), and similarly on the norm-field

side, so by applying Proposition 13.4.2 to M ′′/M and using functoriality we may replace M
with M ′′ to reduce to the case when M/K∞ is a Galois extension containing M ′ (inside of
K). In this case HomK∞

(M ′,M) is naturally identified with Gal(M/K∞)/Gal(M/M ′), and
similarly on the norm-field side, so by functoriality we are done.

It remains to prove the essential surjectivity:

Proposition 13.4.4. Let M/K∞ be a finite extension inside of K and E a finite separable
subextension of Frac(R)/EM . There exists a finite extension M ′/M inside of K such that
E = EM ′ inside of Frac(R).

Proof. Since E is finite over EM , its ring of integers is a complete discrete valuation ring
which is finite over that of EM . In particular, the extension of perfect residue fields kE/kM is
finite separable, so there is a unique finite extension M1/M inside of K for which kM1 = kE
and [M1 : M ] = [kE : kM ]. (To make M1, first choose a finite extension F of W(k)[1/p]
inside of K such that M = F|infty. Then pick n large enough so that F∞ is a totally ramified
Zp-extension of Fn. Let M1 be the linearly disjoint compositum of M over Fn with the
unramified extension of Fn inducing the residue field kE.) We have EM := EF = kF∞

((πF )).
The proof of Proposition 13.4.1 then gives that E+

M1
= kM1[[πF ]], so by replacing M with M1

we may and do arrange that kE = kM .
Having arranged that kE = kM , now choose a finite extension L of W(k)[1/p] inside of

K such that M = L∞. By Proposition 13.3.8, we have EM := EL = kL∞
((πL)). Since E

is finite over EL, we have E = kE((x)) with x the root of a separable Eisenstein polynomial
P ∈ kE [[πL]][X] [44, Ch. II, Thm. 2]. The meaning of the Eisenstein property is that

P = Xe + a1X
e−1 + · · ·+ ae

with a1, . . . ae ∈ πLE+
L and ae ∈ πL ·

(
E+
L

)×
. To find the required L′/L we will make an

Eisenstein polynomial over some OLn that “approximates” P and has a root in K generating
an extension of L∞ = M whose associated (imperfect) norm field in Frac(R) will be E over
EL.

To carry out the approximation, we need to use approximations slightly better than modulo
aL, so instead of using the ρn’s as defined in (13.3.2) we use the variant ρ′n with a2

L replacing
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aL; this is permissible since R = R(OK/aOK) for any open proper ideal a whose powers cut
out the p-adic topology (e.g., we may use a2

LOK) and Corollary 13.3.10 remains valid for a2
L

as well upon increasing some constants such as nL. For each n > nL define

xn = ρ′n(x) ∈ OLn/aLOLn , ρ
′
n(P ) = Xe + ρn(a1)X

e−1 + · · ·+ ρn(ae) ∈
(
OLn/aLOLn

)
[X].

Let Pn = Xe+α1,nX
e−1+ · · ·+αe,n ∈ OLn[X] be any lift of ρL,n(P ). We have α1,n, . . . , αe,n ∈

πLnOLn and αe,n ∈ πLnO
×
Ln

(because this holds modulo aL; we can increase nL if necessary
so that v(πLn) < v(aL) for all n > nL). Thus Pn is an Eisenstein polynomial over Ln.

Let y be a root of P in R and define yn = ρn(y) ∈ OK/a
2
LOK . We have ρn(P (y)) = 0, so

Pn(yn) = 0 in OK/a
2
LOK . By separability of P over Frac(R), P ′(y) 6= 0 in R. Hence, taking

n sufficiently large (depending on y), we can arrange that P ′
n(yn) = ρn(P

′(y)) is “almost a
unit” in OK/a

2
LOK . More specifically, we can ensure that P ′

n(yn) 6≡ 0 mod aLOK . (Here we
are using that if r = (r(m))m>0 ∈ R is nonzero then pmvR(r(m)) = vR(r(0)) is fixed and finite,
so vR(r(m))→ 0 as m→∞.)

There exists a finite subextension Ln,yn of K/Ln such that yn ∈ OLn,yn
/a2

LOLn,yn
. Observe

that OLn,yn
is a p-adic discrete valuation ring over which Pn is a monic polynomial with

nonzero discriminant (which is generally not a unit in OLn,yn
). We wish to prove (at least for

big enough n) that there exists a ŷn ∈ OLn,yn
that is a root of Pn and reduces to yn modulo

aLOLn,yn
. Note that in this lifting step the initial congruence modulo a2

L has been weakened
to one modulo aL (which is why we had to impose the stronger congruence condition at the
outset). To carry this out, the usual form of Hensel’s Lemma is of no use since P ′

n(yn) is
generally not a unit. But we will show that it is “almost” a unit for sufficiently large n, so we
will be able to succeed by using Lang’s generalization [33, II, §2, Prop. 2] of Hensel’s Lemma
(incorporating a uniqueness aspect which is not stated by Lang and will not be helpful or
relevant in what follows):

Lemma 13.4.5 (Lang). Let F be a field complete for a nontrivial R-valued non-archimedean
valuation v, let A be its valuation ring, and let f ∈ A[X] be a monic polynomial. Suppose
there exists a0 ∈ A for which v(f(a0)) > 2v(f ′(a0)). (In particular, f ′(a0) 6= 0.) There is a
root a of f in A satisfying v(a − a0) > v(f(a0)) − 2v(f ′(a0)). It also satisfies v(a − a0) >
v(f ′(a0)) and is unique as such.

To apply this lemma, let δL = v(aL). Consider any z ∈ OLn,yn
reducing to yn modulo

a2
LOLn,yn

, so v(Pn(z)) > 2δL since Pn(z) reduces to Pn(yn) = 0 modulo a2
LOLn,yn

. For
sufficiently large n we will use Lang’s criterion to find such a z for which v(P ′

n(z)) < δL/2,
so 2v(P ′

n(z)) < v(Pn(z)) − δL 6 v(Pn(z)). There will then exist a root ŷn of Pn in OLn,yn

such that
v(ŷn − z) > v(Pn(z))− 2v(P ′

n(z)) > 2δL − δL = δL,

so ŷn ≡ z mod aLOLn,yn
and hence ŷn ≡ yn mod aLOLn,yn

. That is, we will have found the
desired ŷn.

Since P ′
n(yn) = ρn(P

′(y)), we have P ′
n(yn)

4 = ρn(P
′(y)4). But P ′(y) 6= 0 in the domain

R (as y is a root of the polynomial P ∈ RL[X] with nonzero discriminant), so P ′(y)4 6=
0, and hence we just need to check that for any nonzero r = (r(m))m>0 ∈ R, ρm(r) =
r(m) mod aLOCK

is nonzero for m large enough. Since pmvR(r(m)) = vR(r(0)) is fixed and
finite (as r(0) 6= 0), so vR(r(m))→ 0 as m→∞, for big enough m we have vR(r(m)) < v(aL)
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(as v(aL) > 0, due to aL cutting out the p-adic topology). This completes the construction
of the desired root ŷn ∈ OLn,yn

of Pn lifting yn, with ŷn unique as such even in OK .
The polynomial P is separable over EL and monic over E+

L , so it has e distinct roots in
R: for n big enough, say n > nE , we have vR(y− y′) < pn−nLcLvR(πL) for any distinct roots
root y, y′ of P , where cL is as in Corollary 13.3.10. The description of the kernel in that
corollary therefore gives that yn 6= y′n in OK/aLOK for such n, so v(ŷn − ŷ′n) < δL := v(aL)
where ŷn and ŷ′n are the respective roots of Pn in OK found above that lift yn and y′n. In
particular, as we vary y through the e roots of P in Frac(R), we get e pairwise distinct roots
ŷ of Pn in OK , so these must be all of the roots of Pn in OK .

On the other hand, since xpn+1 = xn, we have xpn+1−xn = 0 in OK/aLOK , so v(x̂pn+1−x̂n) >
δL. Thus, v(x̂pn+1− x̂n) > v(ŷn− x̂n) for all roots y of P distinct from our initial root x that
we had at the start (the uniformizer of E). By Krasner’s lemma [33, Ch. II, Prop. 3], this
implies x̂n ∈ Ln

(
x̂pn+1

)
.

The fields L′
n := Ln(x̂n) for n > nE will solve our problem as follows. Each L′

n is a
totally ramified extension of Ln of degree e (as it is generated by the root of an Eisenstein
polynomial Pn of degree e over Ln), so the residue field of each L′

n is kL∞
and its valuation

ring OL′
n

has the form OLn[x̂n] where x̂n is a root of Pn. Moreover, L′
n ⊂ L′

n+1, so we have
the following situation:

L′
n+1

Ln+1

e llll

L′
n

Ln

p

e kkkkkk

This implies that [L′
n+1 : L′

n] = p and L′
n+1 = Ln+1L

′
n. In particular, L′

n = L′Kn for all
n > nE , where L′ = L′

nE
. By construction, the element x = (xn) ∈ R lies in E+

L′ , so
E = kL∞

((x)) ⊂ EL′ . But [EL′ : EL] = [L′
∞ : L∞] = e = [E : EL], so E = EL′ and we are

done. �

To summarize, we have proved that for each finite extension M/K∞ inside of K there is a
well-defined subfield EM := EL inside of Frac(R) for any finite L/K (inside of M) satisfying
LK∞ = M , and that the subfield

E =
⋃

K∞⊂M⊂K
M/K finite

EM

is the separable closure of EK∞
:= EK in Frac(R). Moreover, we have naturally

Gal(K/K∞)≃Gal(E /EK∞
)

carrying Gal(K/M) to Gal(E /EM) for all finite subextensions M of K/K∞. (Equivalently,
Gal(K/L∞) ≃ Gal(E /EL) for all finite subextensions L of K/K.)

By Lemma 13.1.10 we know that if L′/L are finite over K inside of K then the numbers
pnv(DL′

n/Ln) are uniformly bounded for all n > 0. In fact, something much stronger is true:
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this sequence eventually becomes constant, and the terminal value encodes ramification
information for the corresponding extension EL′

∞
/EL∞

of (imperfect) norm fields:

Proposition 13.4.6. Let M ′/M be finite over K∞ inside of K, and let L′/L be finite
over K inside of K such that L′

∞ = M ′ and L∞ = M . The extension EM ′ /EM of com-
plete discretely-valued fields is unramified if and only if M ′/M is unramified, and in general
vE(DEM′ /EM

) = pnv(DL′
n/Ln) for all n > nL′.

Proof. Since [EM ′ : EM ] = [M ′ : M ] and EM (resp. EM ′) has the same residue field as M
(resp. M ′) inside of k, the equivalence for unramifiedness is clear.

To relation the ramification information in characteristic 0 and in characteristic p, by
transitivity of the different we can reduce to the case when M ′/M is Galois (by comparing
with a finite extension of M ′ that is Galois over M). We can also reduce to the case when
the Galois extension M ′/M is totally ramified (and hence EM ′ /EM is totally ramified). By
replacing L and L′ with Ln and L′

n for sufficiently large n, we can also arrange that the
residue fields of L′

∞ and L coincide (so all intermediate fields have the same residue field
too), and we can arrange that L′ is linearly disjoint from L∞ over L and L′/L is Galois. Thus,
L′
n/Ln are Galois with the same Galois group as L′/L. Let G = Gal(L′/L) = Gal(M ′/M) =

Gal(EM ′ /EM).
Let P (resp. Pn) be the minimal polynomial of πL′ over EL (resp. of πL′

n
over Ln), so

vR(DEL′ /EL
) = vR(P ′(πL′)) = lim

n→∞
pnv(P ′

n(πL′
n
)) = lim

n→∞
pnv(DL′

n/Ln).

On the other hand, we have arranged that Gal(L′
n+1/Ln+1) ≃ Gal(L′

n/Ln) = G. In particu-
lar, we have

v(DL′
n+1/Ln+1

) =
∑

g∈G

v(g(πL′
n+1

)− πL′
n+1

)

since L′
n+1/Ln+1 is totally ramified with Galois group G. Since πpL′

n+1
≡ πL′

n
mod aL′OL′

n+1

and v(πL′
n+1

) < v(aL′) for n > nL′ , we have v(g(πL′
n
)− πL′

n
) = v(g(πpL′

n+1
)− πpL′

n+1
), so

v(DL′
n/Ln) =

∑

g∈G

pv(g(πL′
n+1

)− πL′
n+1

) = p · v(DL′
n+1/Ln+1

).

�

13.5. Some rings in characteristic zero. In the period ring constructions of p-adic Hodge
theory, the ring W(R) played a prominent role. Now that we see R is but a special case
of the theory of norm fields, it is natural to look into Witt rings of valuation rings of other
kinds of norm fields. Witt rings of imperfect rings are quite awful, so we restrict attention
to perfect norm fields and their valuation rings.

Definition 13.5.1. Let L be a subextension of K/F0 (possibly of infinite degree over F0).

Define Ã+
L = W(RL) and ÃL = W(Frac(RL)). In the special case L = K denote these as

Ã+ = W(R) and Ã = W(Frac(R)). Endow these rings with the Witt vector Frobenius ϕ.

We made extensive use of the ring Ã+ = W(R) when constructing period rings, and used
crucially that its natural action by GF0 = Gal(K/F0) commutes with the action by ϕ. The
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ring Ã = W(Frac(R)) was useful in our initial development of the theory of S-modules in
integral p-adic Hodge theory.

Remark 13.5.2. It can be quite difficult to remember all of the notation. Here are some rules
to remember the above notation. Ring denoted “A” are always Zp-flat, and p is not a unit
in them. Roughly speaking, rings with a “+” are “more integral” than the ones without.

We view Ã+ := W(R) are “more integral” than Ã := W(Frac(R)), for example.

Proposition 13.5.3. If H is a closed subgroup of GF0 and L = K
H

then

(Ã+)H = Ã+
L , ÃH = ÃL.

In other words, W(R)H = W(RL) and W(Frac(R))H = W(Frac(RL)).

Proof. Apply Proposition 13.2.4 to Witt coordinates. �

Since R and its fraction field Frac(R) admit vR-isometric actions by GF0 , their Witt rings
admit natural product topologies. In the case of W(R) this was rather crucial in defining
the interesting topology on B+

dR in Exercise 4.5.3 which went beyond its discrete-valuation
topology (and was necessary for B+

dR to “know” the valuation topology on its residue field
CK , the topology one must use when applying the Tate–Sen theorems on H1). We now give
this topology a name:

Definition 13.5.4. The weak topology on Ã = W(Frac(R)) is defined as the product topol-
ogy of the vR-adic topology under the identification of sets W(Frac(R)) =

∏
n>0 Frac(R).

Equivalently, it is the inverse limit of the product topologies on each Wn(Frac(R)) =
Frac(R)n.

We define the weak topology on Ã+ = W(R) similarly. (This is the subspace topology

from the weak topology on Ã.) We make similar definitions for Ã+
L = W(RL) and ÃL =

W(Frac(RL)).

The importance of the topology on B+
dR from Exercise 4.5.3 makes it clear that the weak

topology on W(Frac(R)) is a good thing to work with. It is has many more open sets than
the p-adic topology (which corresponds to making Frac(R) discrete).

An important application of the rings R and Frac(R) in p-adic Hodge theory is to provide
explicit Cohen rings for fields like k((u)), or more intrinsically (as we can now see) Cohen rings
for imperfect norm fields. In Example 3.2.1 and the subsequent considerations in §3, as well
as in Remark 10.4.6 and the subsequent consideration in §10.4, we saw how such Cohen rings
are found inside of W(Frac(R)) and are related to the theory of étale ϕ-modules. (Strictly
speaking, those earlier situations used non-Galois extensions K∞/K and so require a more
general theory of norm fields, as in [51].) Since we now better understand (via imperfect norm
fields and Theorem 13.4.3) how étale ϕ-modules provide a semilinear algebra classification for
p-adic representations of GK∞

, before we move on to explain how to improve this to classify
representations of GK it is instructive to revisit the earlier constructions from Example 3.2.1
and Remark 10.4.6. to concretely construct (and then use!) Cohen rings for any imperfect
norm field (in the setting considered above: K∞/K essentially an infinitely ramified Zp-
extension).
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To make a concrete Cohen ring for the imperfect norm field EK∞
:= EK , we first give

a concrete description of this field: by Proposition 13.3.8 there is a isomorphism of kK∞
-

algebras

θK∞
: kK∞

[[X]]→ E+
K

defined by X 7→ πK where πK can built from a system of norm-compatible uniformizers in
the Kn’s for large n. (For K = W(k)[1/p] we identified one explicit choice of πK in Example
13.3.7: ε − 1.) The uniformizers of E+

K are elements with a certain explicit vR-valuation
(given in the discussion preceding Example 13.3.7), but it is hard to make πK very explicit.
Let us assume such a choice has been made and do everything else concretely based on this
choice.

Pick a lift π̂K ∈ W(Frac(RK∞
)) = ÃK∞

of πK , such as the Teichmüller lift [πK ], so θK∞

lifts to an injective homomorphism of W(kK∞
)-algebras:

ΘK∞
: W(kK∞

)[[X]]→ ÃK∞

X 7→ π̂K

The element π̂K is a unit in ÃK∞
because its image in the residue field Frac(RK∞

) is the
nonzero element πK . Thus, the lifted map ΘK∞

uniquely extends to an injective homomor-
phism of W(kK∞

)-algebras

W(kK∞
)[[X]][X−1]→ ÃK∞

= W(Frac(RK∞
)).

The target is a p-adic discrete valuation ring and the source is a Dedekind domain in which
(p) is prime (the quotient by (p) being the field kK∞

((X))). Hence, there is an induced local
injection W(kK∞

)[[X]][X−1](p) → W(Frac(RK∞
)), so it extends uniquely to a local injective

on the p-adic completion of the source ring:

jK∞
: W(kK∞

)[[X]]{X−1} →W(Frac(RK∞
)) = ÃK∞

,

where W(kK∞
)[[X]]{X−1} is the ring of integral formal Laurent series whose negative-degree

coefficients tend p-adically to 0. This is analogous to the construction S∧
(p) → W(Frac(R))

that was used in integral p-adic Hodge theory.

Definition 13.5.5. Define AK ⊂ ÃK∞
= W(Frac(RK∞

)) to be the image of jK∞
. This is a

Cohen ring for the imperfect norm field E+
K [1/πK ] = EK .

Remark 13.5.6. Beware that the subring AK just defined inside of ÃK∞
depends on the

choice of π̂K . Indeed, we can change π̂K by adding to it pw for an arbitrary w ∈ ÂK∞
! We

will regard this choice as fixed for all time.

For any finite extension L/K, we can make an analogous construction which avoids needing
to make yet another non-canonical choice of a π̂L. First, since EL is a finite separable exten-
sion of the residue field EK of AK , by Hensel’s Lemma there is up to unique isomorphism
a finite unramified extension AL/AK inducing the extension EL /EK on residue fields. In

particular, AL is a Cohen ring for the norm field EL. Moreover, since ÃL∞
= W(Frac(RL∞

))

is a p-adic discrete valuation ring containing ÃK∞
and its residue field Frac(RL∞

) contains
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the finite separable extension EL of the norm field EK , by Hensel’s Lemma there is a unique
local AK-algebra map

AL →֒ ÃL∞
= W(Frac(RL∞

))

lifting the inclusion EL →֒ Frac(RL∞
) on residue fields.

Consider the directed system of Cohen rings {AL} inside of W(Frac(R)) as L runs through
the finite extensions of K inside of K. (It would be more elegant to index these subrings
by the finite extensions M/K∞.) The directed union of these rings is a discrete valuation
ring with uniformizer p inside of W(Frac(R)) having residue field that is the union E of the
EL’s (so E is the separable closure of EK inside of Frac(R), by Theorem 13.4.3). Hence, the
completion A of ∪AL is a Cohen ring for E = (EK)s, so it is also the p-adic completion of
the valuation ring of the maximal unramified extension of AK [1/p] = Frac(AK).

The theory of (ϕ,Γ)-modules involves how the GK-action on W(Frac(R)) interacts with
the subrings AL. This rests on:

Lemma 13.5.7. For each finite extension L/K inside of K, the GL∞
-action on W(Frac(R))

is trivial on AL and AGL∞ = AL.

Proof. We first focus on the basic case L = K, and then build up everything from that. Since
GK∞

acting on R has trivial action on RK∞
, and hence on E+

K , it follows that the GK∞
-

action on W(Frac(R)) is trivial on W(Frac(RK∞
)). But AK lies inside of W(Frac(RK∞

))
by construction, so it has a trivial action under GK∞

. In view of the uniqueness of the
AK-algebra embeddings AL →֒ W(Frac(R)) lifting the canonical inclusions EL →֒ Frac(R)
on residue fields, it follows that the GK∞

-action shuffles the AL’s (with their embeddings) as
it does the EL’s inside of Frac(R) via the canonical isomorphism GK∞

≃ Gal(E /EK) from
Theorem 13.4.3. Thus, the GK∞

-action must preserve the maximal unramified extension of
AK [1/p] and hence its p-adic completion A[1/p], and at the residue field level this induces
the isomorphism of GK∞

onto Gal(E /EK). By the completed unramified descent from
Lemma 3.2.6 (applied to the discrete valuation ring AK), we conclude that AGK∞ = AK .
This settles the case L = K.

In general, GL∞
inside of GK∞

is identified with Gal(E /EL) inside of Gal(E /EK) via
the norm field equivalence of Galois theories. Thus, the same argument via tracking residue
field maps shows that GL∞

must act trivially on AL, and since A is likewise identified with
the completion of the maximal unramified extension of AL we may again use completed
unramified descent (now applied to AL) to see that AGL∞ = AL. �

13.6. (ϕ,Γ)-modules. We can now use Theorem 13.4.3 and §3 to obtain the classification
of GK∞

-representations via étale ϕ-modules, as follows. Assume π̂K has been chosen so that
AK is stable under the ϕ-action; this holds if we choose the Teichmüller lifting π̂K := [πK ],
for example. It is automatic that this ϕ on AK lifts the Frobenius on the residue field EK

(as may be checked more generally for the ϕ-action on W(Frac(R))), and by functoriality
the completed maximal unramified extension A is also ϕ-stable. Together with the ϕ-
equivariant GK∞

-action on A that is trivial on AK (Lemma 13.5.7), we are in exactly the
setup axiomatized in §3 to classify p-adic representations of GK∞

≃ Gal(E /EK) via étale
ϕ-modules over AK (with AK here playing the role of OE in §3, and likewise EK playing the
role of E there). In other words, we have just proved:
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Theorem 13.6.1. Assume π̂K is chosen so that AK is ϕ-stable. There is an equivalence
between RepZp

(GK∞
) and the category of étale ϕ-modules over AK via

T  (A⊗Zp T )GK∞ , D  (A⊗AK
D)ϕ⊗ϕD .

There is an analogous equivalence between RepQp
(GK∞

) and the category of étale ϕ-modules

over the fraction field BK = AK [1/p].

We want to extend this to a classification of RepZp
(GK) and RepQp

(GK) in terms of
semilinear algebra data. This requires one further hypothesis on AK : it is stable under
the action of the full group GK on W(Frac(R)). Assuming this, by tracking unramified
extensions via residue fields we see as in the preceding arguments that A would then also be
GK-stable. Unfortunately, the subring AK in W(Frac(RK∞

)) rested on a choice of π̂K about
which we know very little, so it is hopeless in general how to find π̂K so that GK preserves
AK . A case which might be tractable is to use the Teichmüller lifting π̂K = [πK ] (for which
at least ϕ-stability of AK is automatic) and to hope that the GK-action on Frac(R) has a
very simple description on πK . There is a fundamental example in which a slight variant on
this works:

Example 13.6.2. Consider the cyclotomic case F∞ = F0(µp∞) with F0 = W(k)[1/p]. In this
case, let Fn = F0(ζpn − 1) with {ζpn} a compatible system of primitive pnth roots of unity.
By Example 13.3.7, we may take πF0 = ε− 1 ∈ R, so we can take πε := [ε]− 1 as π̂F0 . (This
is not [ε− 1], on which the GF0-action is a mess.) We can see the GF0- and ϕ-stability of the
Cohen ring AF0 thanks to the formulas

ϕ(πε) = [ε]p − 1 = (1 + πε)
p − 1, g(πε) = [ε]χ(g) − 1 = (1 + πε)

χ(g) − 1.

In general, for anyK we can apply the above procedure to the maximal unramified subfield
F0 = W(k)[1/p] in K and then take AK to be the unique unramified extension of AF0 inside
of W(Frac(R)) corresponding to the finite separable residue field extension EK∞

/EF∞
. The

GF0-stability of AF0 then implies the GK-stability of AK , and likewise for the ϕ-stability.
(We could then a-posteriori pick an element π̂K ∈ AK lifting πK in the residue field EK

and thereby “reconstruct” AK inside of W(Frac(R)) using this choice of π̂K . However, such
reverse-engineering is not necessary, since π̂K above was solely an intermediate device in the
attempt to find a ϕ-stable and GK-stable Cohen ring of EK inside of W(Frac(R)).)

Now we assume we are in a case for which AK is stable under GK and ϕ (as can always be
arranged by taking K∞ = K(µp∞)), Necessarily A is stable under both of these as well, as is
AL for L/K finite Galois (and AL is GL-stable for every finite extension L/K inside of K,
as may be checked using residue field considerations). Keep in mind that the GK-action on
A commutes with the ϕ-action on A, as these action both arise from W(Frac(R)) on which
the two visibly commute. We identify GK∞

with Gal(E /EK).
Recall that Γ = Gal(K∞/K) (containing Zp as an open subgroup). Since GK preserves

AK by hypothesis and GK∞
acts trivially on AK (Lemma 13.5.7), we get a natural action of

Γ on AK . Since étale ϕ-modules over AK are finitely generated AK-modules, we are going
to want to consider situations in which such modules have a Γ-action compatible with the
Γ-action on AK . Here is the basic construction:
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Example 13.6.3. For T ∈ RepZp
(GK), consider the associated étale ϕ-module

D(T ) = (A⊗Zp T )GK∞

over AK , endowed with its ϕ-action, and the induced action of Γ = Gal(K∞/K) = GK/GK∞
.

which commutes with ϕ (as the ϕ-action comes entirely from A, on which it commutes with
the GK-action).

Going in the reverse direction, consider an étale ϕ-module (D,ϕD) over AK , and assume it
is endowed with an action by Γ that commutes with the ϕ-action and is compatible with the
Γ-action on AK . We then form the A-module A⊗AK

D as usual, endowed with the diagonal
action of GK (using Γ on D!) which commutes with the diagonal Frobenius operator ϕ⊗ϕD.
Hence, the associated finitely generated Zp-module T(D) = (A⊗AK

D)ϕ⊗ϕD is endowed with
an action of GK .

To make effective use of Γ-action on finitely generated modules over AK or its fraction
field BK = AK [1/p], it is crucial to also impose a continuity condition relative to a natural
topology on this rings. (For example, this will be needed to ensure that any GK-modules we
construct actually have continuous GK-action.) We do not use the p-adic topology of AK ,
since the action of Γ is not continuous relative to this (and likewise for the GK-action on
A). Indeed, using the p-adic topology would be tantamount to viewing the residue field EK

discretely, and it is not true in interesting cases that the Γ-action on EK (arising from the
axiom that GK preserves AK inside of W(Frac(R))) is continuous for the discrete topology.
For example, in the cyclotomic case in Example 13.6.2 the action of Gal(K(µp∞)/K) on
EK = k((X)) goes via γ(X) = (1+X)χ(γ)−1, so γ(X) 6= X whenever γ 6= 1. Exercise 13.7.9
takes care of the important topological aspects of AK , A, and their fraction fields which are
needed to make later proofs work (so that exercise should be looked at).

By keeping track of the Γ-action that remains when a GK∞
-action is eliminated, we arrive

at:

Definition 13.6.4. Assume AK is GK-stable inside of W(Frac(R)). A (ϕ,Γ)-module over
AK is a finitely generated AK-module D equipped with (i) a Frobenius operator ϕD that is
semilinear over the ϕ on AK (i.e., (D,ϕD) is a ϕ-module over AK) and (ii) a ϕD-equivariant
action of Γ that is semilinear over the Γ-action on AK and is continuous for the natural
topology of finitely generated AK-modules (as in Exercise 13.7.9).

Such a (ϕ,Γ)-module is étale if the underlying ϕ-module over AK is étale (i.e., the lin-
earization of ϕD is an isomorphism). We denote by Modét

AK
(ϕ,Γ) the category of étale

(ϕ,Γ)-modules over AK .
The analogous definitions over A go the same way.

By Example 13.6.3, Exercise 13.7.9, and the equivalences of Fontaine in Theorem 3.2.5,
we immediately obtain:

Theorem 13.6.5. Assume AK is GK-stable and ϕ-stable in W(Frac(R)). Then the functor

D: RepZp
(GK)→ Modét

AK
(ϕ,Γ)

T  (A⊗Zp T )GK∞

is an exact equivalence of categories, with quasi-inverse (D,ϕD) 7→
(
A⊗AK

D
)ϕ⊗ϕD=id

.
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In particular, the category RepFp
(GK) is equivalent to the category of étale (φ,Γ)-modules

over the impefect norm field AK/(p) = EK ≃ k′((u)) (with k′ the residue field of K∞).

Example 13.6.6. Let’s work out D(T ) for T = Zp(r) with r ∈ Z. From the definition we
compute D(T ) = (A(r))GK∞ . But GK∞

acts trivially under χr, so the Tate twist pops out
and we have D(T ) = AGK∞ (r) = AK(r) as an AK-module, and its Γ-action is exactly the
Tate twist of the usual one. Its Frobenius structure is the usual one on AK . In other words,
D(Zp(r)) has underlying ϕ-module AK , but the Γ-action is twist by χt.

We can adapt the Zp-theory to describe RepQp
(GK), out of analogy with Theorem 3.3.4, as

follows. Let B = A[p−1] and BK = AK [p−1] be the fraction fields of the Cohen rings A and
AK . These are complete discretely-valued fields endowed with a Frobenius endomorphism
(lifting the Frobenius on their residue fields) and a compatible action of GK .

The notion of a (ϕ,Γ)-module (without the étale condition) over BK and B is defined
exactly as for AK and A, including the continuity requirement on the Γ-action. To make
sense of an analogue of Theorem 13.6.5 we first need to define the notion of an ’etale (ϕ,Γ)-
module over BK . The definition goes exactly as in Definition 3.3.2; i.e., we have to assume
that there is an AK-lattice stable under ϕ and Γ and on which the ϕ-action is étale (i.e.,
linearizes to an isomorphism over AK). Note that the Γ-action on any Γ-stable AK-lattice
is automatically continuous (Exercise 13.7.9).

Exactly as in Theorem 3.3.4, we deduce (from Theorem 13.6.5) that the functor

D: RepQp
(GK)→ Modét

BK
(ϕ,Γ)

V  (B⊗Qp
V )H

is an exact equivalence of categories, a quasi-inverse being (D,ϕD) 7→
(
B⊗BK

D
)ϕ⊗ϕD=id

.
The importance of these equivalences is mainly theoretical (as it is quite difficult to do

explicit calculations with general étale ϕ-modules over AK or BK): they can be used to
convert questions about GK-representations into questions in semilinear algebra. Whereas
semilinear algebra is not necessarily a simple thing, it at least opens the door to a large body
of techniques (such as variation of coefficients, integral structures, etc.) that are much harder
(or impossible) to work with in terms of the language of GK-representations. For example,
the concept of a (ϕ,Γ)-module makes sense without the étale condition, and it can be useful.
In fact, although only the étale ones correspond to actual GK-representations, it happens
in some interesting situations that an irreducible p-adic representation of GK has associated
étale (ϕ,Γ)-module over BK = AK [1/p] that becomes reducible as a (ϕ,Γ)-module over
certain extension rings of BK (allowing non-étale subobjects!). This comes up in Colmez’
theory of trianguline representations, for example.

13.7. Exercises.

Exercise 13.7.1. By [44, Ch. III, §7, Prop. 14], if A → B is a finite extension of Dedekind
domains that is separable at the level of fraction fields, the finite B-module Ω1

B/A has a
nonzero annihilator ideal equal to DB/A. Since A→ B is étale precisely when it is unramified,
which is to say DB/A = B, we could view B as being “approximately étale” if the nonzero
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DB/A is not “too divisible”. However, this is a silly concept for Dedekind domains since the
valuations involved are discrete.

Things become rather more interesting over valuation rings like OK∞
, since mK∞

contains
elements with arbitrarily small valuation > 0. In particular, if M/K∞ is a finite extension
then the non-discreteness of the valuation on OM makes it more interesting to ask how
“close” the ideal annOM

(Ω1
OM/OK∞

) is to OM . That is, what is the infimum of the valuations

of its elements?

(1) Pick a finite extension L/K inside of M such that M = L∞. Prove that the natural
map lim−→Ω1

OLn/OKn
→ Ω1

OM/OK∞

is an isomorphism. (We do not claim that the tran-

sition maps in the direct limit are injective.) Deduce that if a ∈ mM = ∪mLn then a
kills Ω1

OM/OK∞

provided that v(a) > v(DLn/Kn) for all large n.

(2) Using Lemma 13.1.10, prove that Ω1
OM/OK∞

is annihilated by mM . In other words,

for any ǫ > 0 there exists a ∈ OM with v(a) < ǫ such that a kills Ω1
OM/OK∞

, so this

module is killed by elements that are “almost units”. So we are justified to say that
OK∞

→ OM is “almost étale”. Another way to think about it is that essentially all of
the ramification in the Ln’s is eaten up by the Kn’s, leaving very little for the relative
ramification in Ln/Kn as n→∞.

Exercise 13.7.2. In the study of finite extensions of the field K∞ that is rising unions of
finite extensions of K, we want to “approximate” such extensions of K∞ by finite extensions
of Kn for large n. This descent to a Kn should also be compatible with properties of field
extensions (such as being Galois), provided n is taken large enough. There are many ways
in which this idea is implemented, and this exercise works out some ubiquitous operations
along such lines.

The setup we consider at first is an abstract field K (of arbitrary characteristic), and
an infinite-degree algebraic extension K∞/K that is a directed union of a specified (not
necessarily linearly ordered or even countable) collection of subfields {Ki/K} of finite degree
over K. All composite fields below are formed inside of a fixed algebraic closure K containing
K∞.

(1) Prove that every finite extension M/K∞ has the formM = LK∞ for a finite extension
L/K (so M satisfies the same axioms as K∞/K, by using the fields Li = LKi in
place of the Ki’s), and that by replacing L with LKi for sufficiently large i it can be
arranged that L contains some Ki with L⊗Ki

K∞ ≃M (i.e., L and K∞ are linearly
disjoint over Ki). Hint: first treat the case when M/K∞ is primitive, and then use a
suitable degree-induction.

(2) Let L and L′ finite over some Ki0 be linearly disjoint from K∞ over Ki0 , and define
L∞ = LK∞, L′

∞ = L′K∞, Li = LKi, and L′
i = L′Ki (for i > i0). Prove that

L∞ = L′
∞ inside of K if and only if L′

i = Li for all large i, and that L∞/K∞ is
separable (resp. primitive, resp. Galois) if and only if the same holds for Li/Ki for
all large i. Taking such a large i, in the Galois case use linear disjointness to show
that Gal(Li/Ki) is naturally identified with Gal(L∞/K∞).

(3) Now assume that K is a complete discretely-valued field, and endow all algebraic
extensions with the corresponding valuation. Fix a finite extension M/K∞ and choose
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a finite extension L/Ki0 approximating it in (1) (including the linear disjointness
condition). Prove that the residue field degree [kM : kK∞

] is equal to [kLi
: kKi

] for
all large i, and that kM/kK∞

is separable if and only if kLi
/kKi

is separable for all
large i. Deduce that e(Li/Ki) becomes constant for large i (called the ramification
degree e(M/K∞)), and that e(M/K∞) = 1 with kM/kK∞

and M/K∞ separable if
and only if Li/Ki is unramified for all large i. In this latter case we say that M/K∞

is unramified.
(4) Using finite-level approximations, prove the intrinsic statement that the unramified

finite extensions of K∞ are in functorial correspondence with finite separable exten-
sions of kK∞

, just as for K. (This can also be proved more directly using the theory
of henselian local rings.)

(5) Now assume kK is perfect. Prove that [M : K∞] = e(M/K∞)[kM : kK∞
], and call

M/K∞ totally ramified if kM = kK∞
. Prove that M/K∞ is totally ramified if and

only if Li/Ki is totally ramified for all large i, and that every finite extension M/K∞

is uniquely a totally ramified extension of an unramified extension (just like for K).

Exercise 13.7.3. This exercise explains why the construction of RL in (13.2.1) is only inter-
esting when L/F0 is infinitely wildly ramified (i.e., the p-part of the ramification degrees of
the finite subextensions is unbounded).

(1) If k′ is the residue field of L, explain why OL/pOL is naturally a k′-algebra, and
deduce that RL = R(OL/pOL) is naturally a k′-algebra. (Hint: R(k′) = k′!) Relate
this to the k-algebra structure on R from (4.2.2).

(2) Let L ⊆ K be a subextension over F0 for which there is bounded p-part in the
ramification of finite subextensions (e.g., [L : F0] finite). Using (13.2.1), show that
RL = k′. In particular, show by example that there are nontrivial extensions L→ L′

inside of K over F0 for which RL = RL′ (so RL inside of R does not determine L
inside of K in general).

(3) Can you construct other examples for which RL = k′? Even better, can you make
examples of Zp-extensions L/K such that RL 6= k′?

Exercise 13.7.4. Proposition 13.1.9 gives a precise growth estimate on v(DKn/K). But the
proof used some serious input, especially Serre’s geometric local class field theory. If one
is content with the weaker claim that v(DKn/K) → ∞ then it is possible to proceed in a
more “elementary” manner, using just commutative algebra. The following exercise outlines
Faltings’ argument along such lines.

Let A be a complete discrete valuation ring of mixed characteristic (0, p), and let A be the
valuation ring of a fixed algebraic closure of Frac(A). In what follows, the ring of integers
of a finite extension of Frac(A) in Frac(A) will be called a finite extension of A. If B is
a finite extension of A, we write kB and mB to denote its residue field and maximal ideal
respectively. We assume that [kA : kpA] = pd (i.e., kA has a finite p-basis); the case d = 0
corresponds to kA being a perfect field.

(1) Show that dimkB
(Ω1

kB/Z
) = d, and that Ω1

B/A can be generated by d + 1 elements.

(Hint: use the second fundamental exact sequence and Nakayama’s lemma).
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(2) Let v : A→ Q∪{∞} be the valuation normalized by v(p) = 1. For δ ∈ v(B−{0}), let
pδ denote an element in B−{0} whose valuation is δ. In particular, the different DB/A

has the form pδB/AB for some δB/A ∈ Q>0 that we wish to estimate in certain cases.

As a first step in that direction, explain why lengthB(Ω1
B/A) = lengthB(B/pδB/AB).

(3) Assume now that we are given a sequence of finite extensions

A = A0 ⊂ A1 ⊂ · · · ⊂ An ⊂ · · · ⊂ A

such that Ω1
An/An−1

admits a quotient isomorphic to (An/pAn)
d+1 for all n > 1. If

B is a finite extension of A, let Bn denote the normalization of the B ⊗A An, which
is to say the integral closure of A in Frac(B)⊗Frac(A) Frac(An). This is a product of
finitely many discrete valuation rings Bn,i finite over A (since A is complete). Let
δn ∈ Q>0 be the maximum of the v-valuations of the ideals DBn,i/An . The rest of this
exercise proves that δn →∞.

First reduce to the case where Bn is a domain for all n ∈ Z>0.
(4) Fix n ∈ Z>0, and consider the composite

Bn+1 ⊗Bn Ω1
Bn/An

a−→ Ω1
Bn+1/An

b−→ Ω1
Bn+1/An+1

Using (2), show that the sequence

0→ Bn+1 ⊗An+1 Ω1
An+1/An

→ Ω1
Bn+1/An

b−→ Ω1
Bn+1/An+1

→ 0

is exact.
Then using (1) and the elementary divisors theorem, deduce that ker(b) contains

the kernel of multiplication by p, so that

ker
(
Bn+1 ⊗Bn Ω1

Bn/An

×p−→ Bn+1 ⊗Bn Ω1
Bn/An

)
⊂ ker(b ◦ a)

and length(ker(b ◦ a)) > length(Bn+1/p
βnBn+1) where βn = min(1, δn/(d+ 1)).

(5) Using the definition of the discriminant, show that pδn−δn+1Bn+1 ⊂ Bn ⊗An An+1 ⊂
Bn+1. Deduce that coker(ba) is killed by pδn−δn+1 , and that

length(coker(b ◦ a)) 6 length
(
Bn+1/p

(d+1)(δn−δn+1)
)

(6) Use (4) and (5) to show that δn − δn+1 > βn − (d + 1)(δn − δn+1). Deduce that
δn →∞.

Exercise 13.7.5. This exercise explains where where the terminology “field of norms” comes
from; we work in the setup of §13.3, with L/K a finite extension for which L∞ is a chosen
finite extension M/K∞.

Consider the inverse system {OLn}n>0 using NLn+1/Ln : OLn+1 → OLn as the transition
maps.

(1) For any norm-compatible sequence (x(n))n>nL
in the OLn ’s, note that the reductions

xn = x(n) mod aOLn for n > nL form a p-power compatible sequence in OL∞
/aOL∞

.
This is not quite an element of R(OL∞

/aLOL∞
) = RL∞

since we haven’t fill in the
terms xn for n < nL. Show that there is a unique way to fill in these missing terms
to get an element of RL∞

, and obtain a multiplicative map lim←−OLn → E+
L → RL∞

.

(2) Explain why the xn as just artificially defined for small n usually do not lie in OLn.
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(3) Prove that the multiplicative map lim←−OLn → E+
L is bijective. In the theory of norm

fields a ring structure is directly defined on lim←−OLn in the spirit of the formulas in
Remark 4.3.2 (except using norms instead of p-power maps), and it makes this map
into a ring isomorphism. (Beware that this procedure for lifting elements of E+

L to
norm-compatible sequences in the OLn’s gives a completely different output than the

procedure that lifts elements of RL∞
to p-power compatible sequences in ÔL∞

!)

Exercise 13.7.6. This exercise proves that Frac(R) is the completion of the separable closure
E = ∪EM of EK∞

(with M ranging through the finite extensions of K∞ inside of K, so EM

ranges through the finite separable extensions of EK∞
inside of Frac(R)).

(1) Let E is a complete discrete valuation field of characteristic p > 0, E an algebraic

closure and Es the separable closure of E in E. Show that Ês = Ê. (Hint: Prove Ês
is perfect by approximating Xp− a with Xp− πnX − a for a uniformizer π of F and
large n.)

(2) Let E+ denote the valuation ring of E. Using Proposition 13.3.11, show that the

map ρn : R→ OCK
carries Ê+ onto OCK

for all n > 0, and deduce that EK is dense
in Frac(R).

Exercise 13.7.7. The weak topologies defined in Definition 13.5.4 satisfy a number of basic
compatibilities that are used all the time without comment. This exercise develops these
properties.

(1) Prove that the weak topologies on ÃL = W(Frac(RL)) and Ã+
L = W(RL) are the

subspace topologies from the weak topologies on Ã and Ã+ respectively.

(2) Using perfectness of RL, prove that p : ÃL → ÃL is a closed embedding for the

weak topology on ÃL = W(Frac(RL)), and prove that the quotient topology on

Frac(RL) = ÃL/(p) is the vR-adic topology. Prove an analogue for Ã+
L = W(RL),

and show that Ã+
L is a closed (but not open!) subring of ÃL.

(3) Prove that the action of GF0 on Ã = W(Frac(R)) is continuous for the weak topology,
but not for the p-adic topology. (Hint: In the discrete case, what is the induced
topology on the quotient CK by means of θ?)

(4) Prove that ÃL = W(Frac(RL)) is a Hausdorff topological ring with a countable base
of opens around every point, so we can test openness and continuity using sequences.

Prove that in ÃL there is a base of opens around 0 that are Ã+
L -submodules.

(5) Prove that the topology on ÃL is complete in the sense that if {an} is a sequence in

ÃL converging to 0 then
∑
an converges.

Exercise 13.7.8. Prove that for the p-adic cyclotomic extension K∞/K of a p-adic field K,
the GK-action on AK factors through the quotient Gal(K∞/K). (Hint: reduce to the case
K = F0 := W(k)[1/p] and look at the induced action on the residue field EK , or at least its
valuation ring E+

K ≃ k[[X]].)

Exercise 13.7.9. Give AK and A their natural subspace topologies from the weak topology
on the Hausdorff topological ring W(Frac(R)) (so AK gets the subspace topology from A,
and each has a countable base of opens around any point).
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(1) Prove that the Γ-action on AK is continuous, p : AK → AK is a closed embedding,
and the quotient topology on the residue field EK is its valuation topology. In
particular, deduce that pAK is not open in AK , but show that AK has a base of
opens around the identity which are ideals, and each of which contains some pnAK .
Also prove that AK has the inverse limit topology from the AK/(p

n)’s. Do likewise
for A with its GK-action. (Hint: pull everything down from W(Frac(R))).

(2) Prove that AK is closed in A. (Hint: reduce to checking modulo pn and carefully
induct on n.)

(3) Prove that the set of units in AK is open for the subspace topology. Is inversion
continuous relative to the subspace topology?

(4) Let A be a complete discrete valuation ring endowed with a Hausdorff topological
ring structure relative to which π : A → A is a closed embedding, for π ∈ A a
uniformizer. (B+

dR with the topology from Exercise 4.5.3 is such an example!) Give
every finite free A-module its canonical topological module structure using any A-
basis. Using the structure theorem for modules over a discrete valuation ring, prove
that if M ′ ⊆ M is an inclusion of finite free A-modules then the subspace topology
on M ′ is its canonical topology, and that M ′ is closed in M . Deduce that for any
finitely generated A-module N , if we chose an A-linear presentation

0→M ′ →M → N → 0

then the Hausdorff quotient topology on M/M ′ transferred to N is independent of
the presentation and is functorial in N .

(5) Prove that for any short exact sequence 0 → N ′ → N → N ′′ → 0 of finitely
generated A-modules, if all three terms are endowed with their natural topology as
just constructed, N ′ has the subspace topology from N and N ′′ has the quotient
topology from N . Also if A is complete and the natural map of topological rings
A→ lim←−A/m

n
A is a homeomorphism, then prove the same for any finitely generated

A-module N : the natural topologies on the N/mn
AN ’s have inverse limit that is

identified with the natural topology on N .
(6) Part (2) gives a canonical topology to all finitely generated modules over AK and A.

Prove that in Example 13.6.3, the Γ-action on D(T ) is continuous.
(7) In the setup of Example 13.6.3, if the Γ-action on D is continuous then prove that

the GK-action on T(D) is continuous for the p-adic topology. (Using inverse limits,
the key case is when D is a torsion AK-module, for which the claim is that T(D) is
a discrete GK-module.)

(8) Show that Exercise 4.5.3 carries over to define a topology on W(Frac(R))[1/p] (induc-
ing on W(Frac(R)) its weak topology as a closed but not open subring), relative to
which the GK-action is continuous. Prove that this makes W(Frac(R))[1/p] a topo-
logical field. Giving the fraction fields BK = AK [1/p] and B = A[1/p] their subspace
topologies, prove that both become topological fields with BK and A closed subrings
of B, and prove analogues of (5) and (6) over BK and B. Prove that every AK-lattice
in a finite-dimensional BK-vector space gets as its subspace topology exactly its own
natural AK-module topology.
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Exercise 13.7.10. Suppose k is algebraically closed, and consider a fundamental character
ψ : GK → F×

pf of level 1. The associated (ϕ,Γ)-module is 1-dimensional over EK . Can you

describe it?

Exercise 13.7.11. This exercise gives properties of the equivalence D between RepZp
(GK)

and Modét
AK

(Γ) to make Theorem 13.6.5 be useful.

(1) Prove that the equivalence D is compatible with tensor products, preserves rank and
invariant factors (over Zp and AK), and is compatible with duality on torsion objects
and duality on finite free module objects.

(2) How does the restriction functor RepZp
(GK) → RepZp

(GK ′) translate through the
equivalence D? As an application, characterize in terms of D(V ) when the GK-action
on V is discrete (i.e., an open normal subgroup GK ′ acts trivially).

(3) How does the induction functor translate through the equivalence? (cf. Exercise
3.4.3)

Exercise 13.7.12. Let K be a p-adic field and let D be a (ϕ,Γ)-module over the local field
EK ≃ k′((u)). This concept only uses the field structure of EK , not its valuation structure.
By Exercise 3.4.1(6), D always contains a k′[[u]]-lattice ∆ which is ϕ-stable.

(1) Give a determinantal obstruction under which the linearization ϕ∗(∆) → ∆ of ϕD
over k′[[u]] (not over EK !) can fail to be an isomorphism for all such ∆, and construct
such an example in the 1-dimensional case (cf. Example 3.3.3).

(2) Adapting the proof of Lemma 1.2.6, show that ∆ can be found so that it is also
Γ-stable. In other words, in a suitable EK-basis of D we have that the matrix of ϕM
is in Matd(k

′[[u]]) and the (honest!) matrix of every γ ∈ Γ lies in GLd(k
′[[u]]), where

d = dimEK
D.

Exercise 13.7.13. In the definition of an étale (ϕ,Γ)-module over BK , does it suffice that
there is a ϕ-stable AK-lattice (with étale Frobenius structure)? That is, given such a lattice,
does continuity of the Γ-action enable us to find one which is Γ-stable? (Keep in mind that
AK is not open in BK , so the solution to Exercise 13.7.12(2) does not apply.)

14. The Tate-Sen formalism and initial applications

In the early days of p-adic Hodge theory (before Fontaine came on the scene), the basic
object of study was a finite-dimensional CK-vector space V equipped with a continuous
semilinear action by GK . The Hodge–Tate objects were quite well understood by Tate,
and Sen studied the Galois cohomology set H1(GK ,GLd(CK)) (using continuous 1-cochains)
which classifies isomorphism classes of all d-dimensional objects in the category RepCK

(GK)
of finite-dimensional continuous semilinear representations of GK over CK (Exercise 14.4.1).
Tate had studied the cohomology H1(GK ,CK(r)) which classifies 2-dimensional extension
classes of CK(r) by CK , a rather more special kind of problem.

The methods Sen developed (building on ideas of Tate) were adapted to other contexts
(to prove the overconvergence of p-adic representations, to associate a differential module
to a p-adic representation, etc.) Roughly speaking, the method is a descent followed by a
“decompletion” (i.e., undoing a completion). To better understand the arguments, Colmez
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([12, §3.3], [3, §3]) developed a general Tate–Sen formalism. In this section we explain the
basic formalism and give several applications. Our exposition of the Tate–Sen formalism is
modeled on the presentation by Berger and Colmez in [3, §3].

14.1. The Tate-Sen conditions. In Tate’s initial work on p-divisible groups, he showed
that in certain CK-semilinear situations one could kill a lot of cohomology by restricting to
GK∞

, where K∞/K is an infinitely ramified Galois extension for which Γ := Gal(K∞/K)
is isomorphic to Zp near the identity. (The most important example is K∞ = K(µp∞), in

which case we define Kn = K(ζpn).) Letting H := GK∞
= ker(GK ։ Γ), since CH

K = K̂∞

(Proposition 2.1.2) we have a left exact “inflation-restriction” sequence of pointed sets

1→ H1(Γ,GLd(K̂∞))→ H1(GK ,GLd(CK))→ H1(H,GLd(CK)).

In other words, if V ∈ RepCK
(GK) of some dimension d > 0 admits a CK-basis ofH-invariant

vectors (this is what is means to say the isomorphism class of V in H1(GK ,GLd(CK)) is
killed under restriction to H ; see Exercise 14.4.1) then the action of Γ = GK/H on such

basis vectors must be described by matrices with coefficients in CH
K = K̂∞. That is, in such

cases if we define W = V H then we would have CK ⊗ bK∞
W ≃ V (so in particular, W is

finite-dimensional over K̂∞ of dimension dimCK
V ). Note that it is not obvious at this point

whether W 6= 0 when V 6= 0 for general V .
Following Serre’s conventions in [45, Ch. I, §5] and [44, Ch. VII, App.], if an abstract

group G acts on another group A on the left then a 1-cochain a : G→ A is a function such
that a(gg′) = a(g) · g(a(g′)). For example, taking g = g′ = 1 gives a(1) = 1, and taking
g′ = g−1 gives that a(g)−1 = g(a(g−1)). We call two 1-cochains a and a′ cohomologous if there
is an α ∈ A such that a′(g) = α−1a(g) · g(α) for all g ∈ G. This is an equivalence relation
and the quotient set is denoted H1(G,A). (For example, a is cohomologous to 1 precisely
when a(g) = α−1g(α) for some α ∈ A; these are the 1-coboundaries.) When G and A are
topological groups and the action map G×A→ A is continuous we make similar definitions
using continuous cochains, and usually write H1(G,A) with this modified meaning (called
“continuous cohomology”).

Sen showed that for all V this procedure works: V = CK ⊗ bK∞
(V H), and the two functors

V  V H , W  CK ⊗ bK∞
W

define quasi-inverse equivalences between RepCK
(GK) and Rep bK∞

(Γ) (i.e., equivalence be-
tween categories of finite-dimensional continuous semilinear representation spaces, giving

K̂∞ its valuation topology). In particular, he showed that the inflation map

H1(Γ,GLd(K̂∞))→ H1(GK ,GLd(CK))

is bijective. Note that such bijectivity (as we vary d) is a weaker assertion than the equiva-
lence of categories: it merely says that each object of RepCK

(GK) descents to an object in
Rep bK∞

(Γ) that is unique up to non-canonical isomorphism, but it says nothing about the
important issue of descent for morphisms (i.e., functorial aspects of the descent).

Sen actually went a step further and developed a “decompletion” process to show that
Rep bK∞

(Γ) and RepK∞
(Γ) are equivalent, where in this latter category of semilinear repre-

sentations we require continuity relative to the valuation topology on the coefficient field K∞
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(i.e., we do not consider only discrete semilinear Γ-modules over K∞, which are all trivial
objects by Galois descent!).

To carry out the descent from CK to K̂∞ and the “decompletion” from K̂∞ to K∞, Sen
adapted Tate’s method of “normalized traces” which Tate had used to great effect in his study
of the p-adic representations arising from abelian varieties over K with good reduction. The
idea is that close work with the H-action should relate structures over CK to structures over
CH
K = K̂∞, but to get down to K∞ = ∪Kn one needs a family of “trace maps” K̂∞ ։ Kn

linear over Kn for all n, where {Kn} is an exhaustion of K∞ by an increasing sequence of
finite extensions which become the layers of a Zp-extension for large n.

We now introduce the ingredients of the Tate–Sen formalism and simultaneously illustrate
them in the setting of Sen’s work (to be called Sen’s situation).

Input 1: profinite groups. We fix a Zp-algebra A that is p-adically separated and
complete (so A× is open in A with subspace topology that makes it a topological group), and
we fix a profinite group G0 endowed with a continuous character ψ : G0 → A× having image
ψ(G0) that contains Zp as an open subgroup. In other words, topologically ψ(G0) = Γ × µ
with Γ a finitely generated Zp-module of rank 1 and µ a finite commutative group of order
prime to p. (A typical example is A = Zp and any ψ with infinite image in Z×

p . But we

also wish to allow maps valued in O
×
E for finite extensions E/Qp such that ψ(G0) is a 1-

dimensional p-adic Lie group.) We write Γn to denote pnΓ, so for sufficiently large N we
have that ΓN ≃ Zp with Γn+N its unique subgroup of index pn for each n > 0.

Let H0 = ker(ψ) and for g ∈ G0 define n(g) ∈ Z>0 ∪ {∞} to be the least n > 0 such that
ψ(g) 6∈ Γn+1. For example, n(g) = +∞ precisely when g ∈ H0 and n(g) = 0 if ψ(g) 6∈ Γ.
[Sen’s situation is G0 = GK , A the ring of integers of a finite extension of Qp contained in
K, and ψ any A×-valued character whose splitting field denoted K∞/K has Galois group
Gal(K∞/K) = ψ(GK) that is commutative with open pro-p part Γ which contains Zp as an
open subgroup; in particular, K∞ is a Zp-extension of a finite extension of K. In this case
H0 = GK∞

with K∞ = ∪Kn, where Kn = ker(ψ mod Γn) for n > 0. In this situation n(g) is
the biggest n for which g is trivial on Kn; we say n(g) = +∞ if g ∈ GK∞

.]

For any open subgroup H in H0 which is normal in G0, we define Γ̃H = G0/H , so there is
an exact sequence

1→ H0/H → Γ̃H = G0/H → G0/H0 = ψ(G0)→ 1,

with H0/H a finite group since H is open in H0. [In Sen’s situation, H = GL∞
for a finite

Galois extension L/K, in which case Γ̃ = Gal(L∞/K) and the above short exact sequence is
the natural one from Galois theory, with H0/H = Gal(L∞/K∞) and G0/H0 = Gal(K∞/K).]

The continuous map ψ : G → A× must be a quotient map onto its open image, so it
is an open map onto its image. Thus, for any open subgroup G in G0, the image ψ(G) is
open in ψ(G) = Γ × µ and hence contains Γn for a minimal n > 1; when G is normal in
G0 we define n1(G) be this least such n. [In Sen’s situation, G = GL for a finite Galois
extension L/K, and n1(G) is the least n > 1 such that Ln = LKn is linearly disjoint from
K∞ over Kn.] This definition of n1(G) makes sense even if G is not normal in G0, but to
make later considerations work when G is not normal in G0 one needs to actually generalize
the definition to the non-normal case in a different way. (See Remark 14.1.8.)
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Observe that the group H := G ∩ H0 = ker(ψ|G) is normal in G0 and open in H0, and

G0 acts via conjugation on the subgroup G/H = ψ(G) of G0/H = Γ̃H through conjugation
by evaluation of the character ψ : G0 → ψ(G0). But ψ(G0) is commutative, so therefore G0

acts trivially on G/H . Hence, G/H is central in Γ̃H . [In Sen’s situation, this says that for
L/K finite Galois, Gal(L∞/L) is central in Gal(L∞/K); this is obvious since Gal(L∞/K)
acts on L∞ through evaluation of a commutative character.]

Input 2: valued rings. We let Λ̃ be an A-algebra (not necessarily a domain) equipped

with a map vΛ : Λ̃ → R ∪ {+∞} such that for all x, y ∈ Λ̃ the following weakening of the
valuation axioms (in the spirit of a semi-norm) are satisfied:

(1) vΛ(x) = +∞ if and only if x = 0, and vΛ(±1) = 0;
(2) vΛ(x+ y) > min

(
vΛ(x), vΛ(y)

)
;

(3) vΛ(xy) > vΛ(x) + vΛ(y);
(4) vΛ(p) > 0 and vΛ(px) = vΛ(p) + vΛ(x).

We allow the possibility that p = 0 in Λ̃ (in which case vΛ(p) = +∞ and axiom (4) is
redundant). Axiom (3) implies that vΛ(−x) > vΛ(x) for all x, so swapping x and −x gives
vΛ(−x) = vΛ(x) for all x.

The ring Λ̃ is endowed with a topological ring structure by using the additive subgroups

Λ̃>a := v−1
Λ ([a,+∞]) as a base of opens around 0; these are ideals under the open subring

Λ̃>0. This topology is Hausdorff by axiom (1) and every point has a countable base of open

neighborhoods, so we can probe the topology using sequences. [In Sen’s situation, Λ̃ = CK

with vΛ given by the usual valuation, say with the normalization v(p) = 1. Note this does
impose the right topology on CK .]

We assume that Λ̃ is complete for this topology; this means that if {xn}n>0 is a Cauchy

sequence in Λ̃ (in the sense that for all C > 0 there exists N such that vΛ(xn − xm) > C for

all n,m > N) then it converges in Λ̃. For example, if {an}n>0 is a sequence in Λ̃ then
∑
an

converges if and only if an → 0. [Such completeness clearly holds in Sen’s situation.]

We also assume that Λ̃ is endowed with an A-algebra action by G0 that leaves vΛ invariant
(“isometry”) and is moreover a continuous action. Continuity is stronger than “isometry”,

since it requires that for each x ∈ Λ̃ we have vΛ(g(x) − x) → ∞ as g → 1, which does not
seem to formally follow from the other running hypotheses. [In Sen’s situation we use the
usual GK-action on CK , for which the isometry and continuity hypotheses are satisfied.]

We define a measure of “size” on matrices by applying vΛ to the coefficients (and its
elementary properties are worked out in Exercise 14.4.3):

Definition 14.1.1. For any d > 1 and M = (mi,j) ∈ Matd(Λ̃) let

vΛ(M) := min
(i,j)

vΛ(mi,j) ∈ R ∪ {+∞}.

Remark 14.1.2. Since G0 acts continuously on GLd(Λ̃), it makes sense to form the pointed set

of continuous cohomology H1(G,GLd(Λ̃)) when G is any subgroup of G0 (with the subspace

topology). This classifies isomorphism classes of finite free Λ̃-modules equipped with a

semilinear action of G that is continuous for the natural topology of finite free Λ̃-modules
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(Exercise 14.4.1). For example, in Sen’s situation with G = G0 = GK this is exactly his
problem of studying the pointed set H1(GK ,GLd(CK)) classifying d-dimensional continuous
semilinear representations of GK over CK .

Now we formulate the Tate–Sen axioms. These come in three parts and are rather
complicated-looking at first sight, so we state each axiom in turn and verify each for Sen’s
situation before moving on to the next axiom .

As a review, Sen’s situation ([49, §3], [40], [23, §2], [3, §4.1]) involves the following setup.
We take G0 = GK for a p-adic field K, ψ any infinitely ramified character valued in the
units A× of a finite extension of Qp contained in K (especially A = Zp with ψ the p-adic
cyclotomic character) such that the splitting field K∞/K is abelian and is a Zp-extension
of a finite extension of K, and H0 = GK∞

with K∞ = ∪Kn for Kn = KpnΓ
∞ where Γ is the

pro-p part of ψ(GK). We also take Λ̃ = CK with vΛ the usual valuation v (i.e., the one for
which v(p) = 1). In particular, for any finite Galois extension L/K and its corresponding

open normal subgroup G = GL in GK , we have H := G∩H0 = GL∞
and Γ̃H = Gal(L∞/K).

We define Ln := LKn for all n > 0. By Proposition 2.1.2, we have Λ̃H = L̂∞.

Axiom (TS1). We assume there is a constant c1 ∈ R>0 such that for all open subgroups

H1 ⊂ H2 in H0 that are normal in G, there exists an α ∈ Λ̃H1 satisfying vΛ(α) > −c1 and∑
τ∈H2/H1

τ(α) = 1.

The sum in this axiom is a kind of trace, and this axiom is related to constructing “nor-
malized traces” in later arguments. In Sen’s situation it is a direct outgrowth of Tate’s
“almost étale” result in Theorem 13.1.2. To better understand what the axiom means, we
now prove:

Lemma 14.1.3. Axiom (TS1) is satisfied in Sen’s situation with any c1 > 0.

Proof. Let H1 ⊂ H2 be open subgroups of H0 = GK∞
. (We will not need normality.)

These correspond to finite extensions M1/M2/K∞. We pick a finite extension L of K such
that M2 = L∞, and by Theorem 13.1.2 applied to the extension M1 of L∞ = M2 we have
mM2 ⊂ TrM1/M2

(OM1). In particular, since M2/L is infinitely ramified there are elements
of mM2 with arbitrarily small valuation. Hence, we can pick a ∈ mM2 with v(a) < c1,
and there exists α0 ∈ OM1 such that TrM1/M2(α0) = a. Hence, α = a−1α0 ∈ M1 satisfies
TrM1/M2

(α) = 1 and v(α) = v(α0)− v(a) > −c1. �

The next axiom is somewhat of a mouthful (it has five conditions, involving an infinite
family of maps and closed subrings), so we will first work out the version in Sen’s situation,
and then state the axiom in general.

Pick a finite extension M/K∞ Galois over K corresponding to an open subgroupH ⊆ GK∞

normal in GK , and choose a finite extension L/K such that L∞ = M . Since M is Galois
over K, it contains the Galois closure of L over K in K, so by replacing L with this Galois
closure we may and do arrange L/K to be Galois (so all Ln = LKn are also Galois over K).
Replace L with some Ln if necessary so that L/Ln0(L) is a totally ramified Zp-extension for
some n0(L) > 0 and L is linearly disjoint from K∞ over Kn0(L). Hence, for all n > n0(L) we
have Ln = Kn⊗Kn0(L)

L, so Lm = Km⊗Kn Ln for m > n > n0(L). This ensures that TrLm/Ln

restricts to TrKm/Kn on Km whenever m > n > n0(L). We will use this compatibility shortly.
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Since [Lm : Ln] = pm−n for all m > n, the following Ln-linear “normalized trace” map is
well-defined:

RM,n : M = L∞ → Ln

x 7→ 1

pm−n
TrLm/Ln(x) if x ∈ Lm

(The point is that RM,n(x) does not depend on the choice of m > n for which x ∈ Lm.)
Obvious RM,n|Ln is the identity map. Also, since we arranged that TrLm/Ln is a scalar
extension of TrKm/Kn for m > n > n0(L), if M ′/M is a finite extension also Galois over K
corresponding to an open subgroup H ′ ⊆ H normal in GK and if L′/L is a finite extension
Galois over K such that L′

∞ = M ′ (as we may always find for any M ′) then RM ′,n|M = RM,n

for n > max(n0(L), n0(L
′)). This is a useful compatibility property of the RM,n’s as we vary

M and work with large n.
The utility of the normalized traces is that for large enough n they are bounded linear

operators over Lm, and so define a topological splitting M = L∞ = Ln ⊕ ker(RM,n). Such
boundedness, with an additional uniform control on the bounding constant, was already
present in Tate’s work and is the content of:

Lemma 14.1.4. For any c2 ∈ R>0 there exists n(H) > n0(L) such that v(RM,n(x)) >
v(x)− c2 for all n > n(H) and x ∈ L∞. Equivalently, if n is sufficiently large (depending on
c2 and H) then RM,n is a bounded Ln-linear operator with operator norm at most pc2.

Proof. We apply Proposition 13.1.9 to the totally ramified Zp-extension L∞/Ln0(L) to get a
constant c and a bounded sequence {an}n>n0(L) such that v(DLn/Ln0(L)

) = n+ c+p−nan. Fix

n > n0(L), so by transitivity of the different we get v(DLm/Ln) = m− n− p−nan + pmam for
all m > n. But we have the the following general equivalence ([44, Ch. III, Prop. 7] applied
to Lm/Ln):

TrLm/Ln(mj
Lm

) ⊂ mi
Ln
⇔ m

j
Lm
⊂ mi

Ln
D−1
Lm/Ln

.

We conclude that for for x ∈ Lm, TrLm/Ln(x) ∈ mi
Ln

if and only if xDLm/Ln ⊂ mi
Ln

OLm.
Hence, v(TrLm/Ln(x)) > v(x)+v(DLm/Ln), which is to say v(RM,n(x)) > v(x)−p−nan+pmam.
We can therefore choose n(H) > n0(H) to simply be big enough such that 2p−n|an| < c2 for
all n > n(H) (which can be done since {an} is bounded). �

Due to the boundedness of the Ln-linear operator RM,n provided by Lemma 14.1.4 (for

n > n(H)), the map RM,n extends by continuity to an Ln-linear section R̂M,n of the inclusion

Ln →֒ L̂∞ = CH
K for which the conclusion of Lemma 14.1.4 applies. In particular, R̂M,n splits

off Ln as a closed subspace of L̂∞. That is, M̂ = Ln ⊕ ker(R̂M,n) as Ln-Banach spaces.
The following axiom (TS2) encodes information concerning the completed normalized

traces RH,n := R̂M,n as well as the conclusion of Lemma 14.1.4 applied to these completed
maps (especially the “uniformity” of c2 as H varies).

Axiom (TS2). We assume there is a constant c2 ∈ R>0 such that for all open subgroups
H ⊂ H0 that are normal in G there exists data {ΛH,n, RH,n}n>n(H) consisting of an increasing

sequence of closed A-subalgebras ΛH,n ⊆ Λ̃H and A-linear maps RH,n : Λ̃H → ΛH,n for which
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(1) if H1 ⊂ H2 and n > max{n(H1), n(H2)}, then ΛH2,n ⊂ ΛH1,n and the restriction of

RH1,n to Λ̃H2 coincides with RH2,n;

(2) RH,n a ΛH,n-linear section to the inclusion ΛH,n →֒ Λ̃H ;

(3) g(ΛH,n) = ΛH,n and g(RH,n(x)) = RH,n(gx) for all x ∈ Λ̃H and g ∈ G0;

(4) vΛ(RH,n(x)) > vΛ(x)− c2 for all x ∈ Λ̃H ;

(5) lim
n→∞

RH,n(x) = x for all x ∈ Λ̃H .

We emphasize that by part (2), the map RH,n is a ΛH,n-linear projector, so XH,n =

ker(RH,n) is a closed ΛH,n-submodule of Λ̃H and there is a topological decomposition Λ̃H =

ΛH,n ⊕ XH,n. Also, part (3) just says that an action by Γ̃H = G0/H makes sense on RH,n

and is trivial.

Remark 14.1.5. It is natural to wonder why we begin the indexing with n(H) instead of
relabeling all indexing to begin at n = 0 for each H . The point is that in practice it happens
that axiom (TS2) may continue to hold if we shrink c2 provided that in axiom (4) (the only
place where c2 appears!) we drop the data (ΛH,n, RH,n) for some small n depending on H .
So for simplicity of notation in such cases, it is best to give ourselves the flexibility of the
parameter n(H) that depends on H (and c2).

In Sen’s situation ΛH,n = Ln and RH,n = R̂M,n for M/K∞ corresponding to H . Axiom

(TS2)(1) is exactly the compatibility condition R̂M ′,n|M = R̂M,n noted already for these
(completed) normalized traces as we vary the finite extension M/K∞, and axiom (TS2)(2)
encodes the fact that the normalized traces (after completion) are sections to the inclusion
map. This property has already been noted before completion and is certainly preserved by
passage to the completion. Axiom (TS2)(4) in Sen’s situation is exactly the conclusion of
Lemma 14.1.4, combined with passage to the completion. For the remaining parts of (TS2),
we now prove:

Proposition 14.1.6. Axiom (TS2) is satisfied in Sen’s situation with any c2 > 0.

Proof. We have already discussed parts (1), (2), and (4). Conditions (3) and (5) require
some additional argument, as follows. Since L/K is Galois, so is Ln = ΛH,n for all n. Hence,
for m > n we have a conjugation action by G0 = GK on the finite group Gal(Lm/Ln), so
using the Galois-theoretic formula for trace maps we get g ◦TrLm/Ln = TrLm/Ln ◦g. Plugging
this into the definition of the normalized traces L∞ → Ln for n > n(L) gives that they are
also G0-equivariant, and hence they remain so after passing to the completion.

It remains to treat part (5). Pick any x ∈ L̂∞ = Λ̃H and any C ∈ R>0. We need to prove

v(x − R̂M,n(x)) > C for all large enough n. Choose y ∈ L∞ such that v(x − y) > C + c2,

and pick m > 0 such that y ∈ Lm. Using part (4) to estimate R̂M,n(y − x), we get

v(x− R̂M,n(x)) > min{v(x− y), v(y−RM,n(y)), v(R̂M,n(y− x))} > min{C, v(y−RM,n(y))}.

But by taking n > m as well, we have RM,n(y) = y by parts (1) and (2), so for such large n

we have v(x− R̂M,n(x)) > C as required. �
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The final axiom of the Tate–Sen formalism describes how G0 acts on the complement to
ΛH,n in Λ̃H provided by the splitting defined by the section RH,n:

Axiom (TS3). We assume there is a constant c3 ∈ R>0 such that for every open normal
subgroup G ⊂ G0 (and associated open subgroup H := G ∩ H0 in H0 that is normal in G)
there is an integer n(G) > max(n1(G), n(H)) for which

(i) γ − 1 is invertible on XH,n := ker(RH,n) = (1− RH,n)(Λ̃
H),

(ii) vΛ(x) > vΛ

(
(γ − 1)(x)

)
− c3 for all x ∈ XH,n

for all n > n(G) and all γ ∈ Γ̃H = G0/H satisfying n(γ) := v(ψ(γ)− 1) 6 n.

This axiom says that γ − 1 has a bounded linear inverse on ker(RH,n) (controlled by the
constant c3) provided that n is large enough (depending on G) and γ is not too close to 1
(depending on n). We have to restrict to ker(RH,n) to say anything about an inverse to γ−1

since on the complement ΛH,n of ker(RH,n) in Λ̃H the action of some open subgroup of Γ̃H
may be trivial (e.g., in Sen’s situation ΛH,n = Ln has trivial action by Gal(L∞/Ln)).

Note also that since we require n > n(G) > n1(G) in (TS3), necessarily Γn ⊆ ψ(G). Thus,

there are lots of elements γ in the open subgroup G/H ⊆ Γ̃H for which n(γ) = n. The only
purpose of requiring n(G) > n1(G) is to ensure that there are many γ ∈ G/H with n(γ) 6 n.
We will not actually use that n(G) > n1(G) in the proof.

Proposition 14.1.7. Axiom (TS3) is satisfied in Sen’s situation for any c3 ∈ R>1.

Proof. Fix c3 > 1 and pick a finite Galois extension L/K. Let G = GL and define

H = Gal(K/L∞) = G ∩H0

(open in H0 and normal in G0), and choose n > n(H). Pick γ ∈ Γ̃H = G0/H . If x ∈ Λ̃H =

L̂∞ then (γ − 1)(RH,n(x)) = RH,n((γ − 1)(x)) by (TS2)(3). Thus, for XH,n = ker(RH,n) we
have (γ − 1)(XH,n) ⊂ XH,n. Moreover, XH,n ∩ ker(γ − 1) ⊂ XH,n ∩ Ln(γ) = {0} if γ satisfies
n(γ) 6 n (as Ln(γ) ⊆ Ln for such γ). The map γ − 1 therefore induces an K-linear injection
from XH,n ∩ Lm to itself when n(γ) 6 n 6 m. But XH,n ∩ Lm is finite-dimensional over
K, so this injection is an isomorphism. Hence, (γ − 1)(XH,n ∩ Lm) = XH,n ∩ Lm whenever
n(γ) 6 n 6 m. Taking m→∞, if n(γ) 6 n then γ−1 induces a bijection from XH,n∩L∞ to

itself. But RH,n = R̂L∞,n is defined by passage to the completion of a projector on L∞, so the
complement XH,n to Ln defined by the projector RH,n is the completion of its intersection
with L∞. Hence, γ − 1 restricts to a bijection of XH,n to itself whenever n(γ) 6 n provided
that γ − 1 has a bounded inverse on XH,n ∩ L∞ (and hence the inverse in the completion
XH,n is bounded using the same bounding constant).

It remains to prove that the inverse to γ − 1 on XH,n ∩ L∞ is bounded, with bounding
constant governed by c3 as in the statement of (ii) (for x ∈ XH,n ∩ L∞). To prove this,
we shall use induction on m > n to construct a sequence {dm}m>n in R>0 such that v(x −
RH,n(x)) > v((γ − 1)(x)) − dm for all x ∈ Lm. These dm’s will be constructed so that
dm 6 1+ bp1−m/(p−1) for some b > 0, so it will then suffice to take n(G) large enough such
that 1 + bp1−n(G)/(p− 1) < c3.
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To find such dm’s, we will induct on m. First consider the case m = n. In this case the
required estimate is +∞ > v((γ − 1)(x))− dn for all x ∈ Ln, so we can take any finite dn at
all. For later purposes we take dn = 0.

Now take m > n (so m > n(γ)) and assume we have constructed the sequence up to stage
m (so dm = 0 if m = n). We need to find dm+1. Pick x ∈ Lm+1 and let y = 1

p
TrLm+1/Lm(x) ∈

Lm. By definition of the normalized traces we have RH,n(x) = RH,n(y), so

v(x− RH,n(x)) > min{v(x− y), v(y −RH,n(y))}.
Thus, we seek suitable lower bounds on both v(x− y) and v(x−RH,n(y)).

To handle v(x−y), recall that Lm+1/Lm is cyclic of degree p. Its Galois group is generated
by γm−n(γ), so

px− py =

p−1∑

i=1

(1− γipm−n(γ)

)(x) = (1− γ)(P (γ)(x))

for some P ∈ Z[X]. Thus, v(p(x−y)) > v((γ−1)(x)). This says v(x−y) > v((γ−1)(x))−1.
Turning to v(x−RH,n(y)), we apply Proposition 13.1.9 to the totally ramified Zp-extension

L∞/Ln to get a constant c and bounded sequence {aj}j>0 such that (using transitivity of
the different) v(DLj′/Lj

) = j′ − j + c+ pj−j
′

aj′ whenever j′ > j > 0. In particular, we have

v(DLm+1/Lm) = v(DLm+1/Ln)− v(DLm/Ln) = 1 + p−mbm

where {bm}m>n is a bounded sequence. Pick b ∈ R>0 such that b > |bm| for all m > n. As
in the proof of Lemma 14.1.4, we have

v(TrLm+1/Lm(z)) > v(z) + v(DLm+1/Lm) > v(z) + 1− bp−m

for all z ∈ Lm+1. Taking z = (γ − 1)(x), this yields

v((γ − 1)(py)) > v((γ − 1)(x)) + 1− bp−m,
which is to say v((γ − 1)(y)) > v((γ − 1)(x)) − bp−m. But since y ∈ Lm we have v(y −
RH,n(y)) > v((γ − 1)(y)) − dm by the assumed existence of dm. Thus, v(y − RH,n(y)) >
v((γ − 1)(x))− dm − bp−m.

Combining our two lower bounds, we get v(x − RH,n(x)) > v((γ − 1)(x)) − dm+1 where
dm+1 := max{1, dm + bp−m}. This completes the inductive construction of the dm’s, and
from the actual recursive definition (and the initial value dn = 0) we see that

dm 6 1 + bp−n + bp−n−2 + · · ·+ bp−m+1 6 1 + b · p
1−n

p− 1
,

as required. This completes the proof. �

Remark 14.1.8. The above axioms will suffice for our purposes, but we note that one can
formulate modifications of Axioms (TS2) and (TS3) to allow the open subgroups H ⊆ H0

and G ⊆ G0 to be non-normal (and then drop the normality requirement in (TS1)). To make

sense of this, some definitions need to be generalized. First, for general such G we define Γ̃H
to be the quotient NG0(H)/H , where NG0(H) is the normalizer of H in G0. For this to be
useful we must check that NG0(H) is actually open in G0. Here is a proof of openness. Since
a closed subgroup of a profinite group is profinite for the subspace topology, open subgroups
of H0 that are normal in G0 are a base of open subgroups in H0. Thus, since H is an open
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subgroup in H0, there exists a subgroup N ⊆ H that is open in H0 and normal in G0. Now
consider the resulting containment of finite subgroups H/N ⊆ H0/N inside of G0/N , with
H0/N normal in G0/N . Since (G0/N)/(H0/N) = ψ(G0) ≃ Γ × µ acts continuously via
conjugation on the finite H0/N , some open subgroup of G0/N must centralize H0/N (as the
permutation group of the finite set H0/N is finite). The preimage of this in G0 is an open

subgroup that normalizes H , as desired. In particular, Γ̃H is open in G0/H in general, so

ψ : Γ̃H → ψ(G0) is an open mapping.

Having defined Γ̃H for any open subgroup H in H0, we next need to properly define n1(G)
for any open subgroup G in G0. This is defined to be the smallest integer n > 1 such that

Γn ⊂ ψ((G/H) ∩ CH), where CH is the center of Γ̃H . (Recall that when G is normal in G0

we proved that G/H is central in Γ̃H , so in the normal case we recover the earlier definition
of n1(G).) To make sense of this definition of n1(G) as a finite integer it suffices to prove

that (G/H) ∩ CH is open in Γ̃H (as we have already seen that ψ : Γ̃H → ψ(G0) is an open

mapping). Since G/H is certainly open in Γ̃H , the problem is to check that CH is open in

Γ̃H . To prove such openness for CH , let N be the kernel of the restriction of ψµ·#Γtor to

Γ̃H , so N is finite and ψµ·#Γtor induces a continuous injective map Γ̃H/N → Γ whose image

is open and even isomorphic to Zp. Thus, Γ̃H is topologically a semi-direct product of Zp

against the finite (discrete) group N . Its center CH is therefore an open subgroup.
These two generalized definitions allow us to make sense of (TS2) and (TS3) in the non-

normal case, provided we make one further modification in (TS2): for part (3) we should

instead require g(ΛH,n) = ΛgHg−1,n and g(RH,n(x)) = RgHg−1,n(gx) for all x ∈ Λ̃H and g ∈ G0.

We conclude our introduction to the Tate–Sen axioms by proving a very useful lemma of
Tate in the context of Sen’s situation.

Lemma 14.1.9. Let K∞/K be an infinitely ramified Zp-extension, and γ0 a topological
generator of Γ = Gal(K∞/K). For any λ ∈ 1 + mK that is not a p-power root of unity, the

bounded K-linear operator γ − λ on K̂∞ is bijective.

The proof even shows that the inverse K-linear operator is bounded.

Proof. By (TS3) there is a Γ-equivariant splitting K̂∞ = K ⊕ X of K-Banach spaces such
that γ0 − 1 acts bijectively on X with (γ0 − 1)−1 bounded on X and having operator norm
at most pc3 (with c3 as in the axioms (TS3)). Due to the uniformity when varying G in

(TS3)(ii), if we pass to any Kn in place of K then γp
n

0 − 1 acting on the corresponding a

closed subspace Xn ⊆ X complementary to Kn in K̂∞ has inverse whose operator norm is
bounded above by the same constant pc3 . This will be crucial.

Since λ 6= 1, we see that γ0 − λ acts invertibly on K. Thus, we just have to check that it
acts bijectively on X. Consider the factorization

γ0 − λ = (γ0 − 1)− (λ− 1) = (γ0 − 1)(1− (λ− 1)(γ0 − 1)−1).

The factor γ0 − 1 acts invertibly on X, so it would suffice that the other factor on the right
acts invertibly onX. If v(λ−1) is large enough (depending on γ0) then the bounded operator
(λ − 1)(γ0 − 1)−1 on X has sup-norm strictly less than 1, so by completeness of X we can
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use a geometric series expansion in bounded K-linear operators to construct the required
inverse on X.

It remains to deal with the possibility that v(λ−1) is not big enough. But for large enough
r the 1-unit λp

r
is distinct from 1 and arbitrarily close to 1, so by our above observation

concerning the uniformity aspect of (TS3)(ii) we see that theK-linear γp
r

0 −λp
r
acts bijectively

on K̂∞ if r is large enough. Since γ0 − λ divides this operator in a commuting manner, it

also acts bijectively on K̂∞. �

14.2. Consequences of the Tate–Sen axioms. We now work in the general setting of
the Tate–Sen axioms. For any open subgroup H in H0 that is normal in G, define the
“decompletion”

ΛH,∞ = lim−→
n>n(H)

ΛH,n ⊆ Λ̃H .

[In Sen’s situation, if H = GM for a finite extension M/K∞ that is Galois over K, and
a finite Galois L/K such that L∞ = M , we have ΛH,∞ = lim−→Ln = L∞ = M inside of

Λ̃H = CH
K = M̂ .] Consider the direct limit of inflation mappings given by

(14.2.1) iG : lim−→
H

lim−→
n

H1(Γ̃H ,GLd(ΛH,n))→ H1(G0,GLd(Λ̃)),

where the limit is taken over n→∞ and then H → H0. Intuitively, we want to imagine that
the left side is H1(G0/H0,GLd(ΛH,∞)), but in general we have no topological information
about ΛH,∞ to justify such a passage of the direct limit through the cohomology. (In fact,
this does not really matter, since the limit of the cohomologies will be entirely sufficient for
our needs. It is just a psychological bonus if the limit can be moved inside.)

In the Sen situation the commuting of limit and cohomology is valid. To see this, first
note that in this situation the map iG is the inflation map

lim−→
L/K

lim−→
n

H1(Gal(L∞/K),GLd(Ln))→ H1(GK ,GLd(CK)).

By Exercise 14.4.4, the inner limit is H1(Gal(L∞/K),GLd(L∞)) and the inflation map to it
from H1(Gal(K∞/K),GLd(K∞)) is an isomorphism. In other words, the entire left side is
H1(Gal(K∞/K),GLd(K∞)) (which is to say precisely that we have moved the entire limit
inside of the cohomology)!

By consideration of Sen’s situation, we see that a bijectivity result for the map iG in
general is to be viewed as a combination of descent and decompletion. It is precisely such
a bijectivity result in the general setting of the Tate–Sen formalism that will be the main
result of this section. To get there, we have to prove a number of technical lemmas. Since
we are trying to carry out a descent and decompletion, we basically have to figure out ways
to approximated cocycles over a “big” ring by those over a “small” ring. In Sen’s situation,
all approximations are p-adic. In the general axiomatic setting, p-adic approximation and
vΛ-adic approximation are two different things. Hence, the argument sort of becomes twice
as long in the general setting.

Throughout the lemmas below, the constants c1, c2, c3 are as in the Tate–Sen axioms.
The first lemma says that if a 1-cocycle is close enough to the trivial cocycle then it is
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approximately a coboundary (and with bootstrapping will later be proved to really be a
coboundary, with good control on a choice of 0-cochain yielding this coboundary). The
strategy of the proof goes back to the classical proof of Hilbert’s Theorem 90, which rests
on a cocycle construction involving an element with trace 1.

Lemma 14.2.1. Let H be an open normal subgroup of H0 and choose a continuous 1-cocycle
h 7→ Uh on H valued in GLd(Λ̃). Pick x ∈ (c1,+∞], and assume that vΛ(Uh − 1) > x and

Uh ∈ 1 + pm Matd(Λ̃) for all h ∈ H. Then there exists B ∈ GLd(Λ̃) such that

(1) vΛ(B − 1) > x− c1 and B ∈ 1 + pm Matd(Λ̃);
(2) vΛ(B−1Uhh(B)− 1) > x+ 1 for all h ∈ H.

Proof. First note that for h ∈ H we have vΛ(Uh) > min{vΛ(Uh − 1), vΛ(1)}, so vΛ(Uh) > 0.
By continuity, there exists an open subgroup H1 ⊂ H (which we may then shrink to be
normal in G0) such that vΛ(Uh − 1) > x + c1 + 1 for all h ∈ H1. By (TS1), there exists

α ∈ Λ̃H1 such that vΛ(α) > −c1 and
∑

τ∈H/H1
τ(α) = 1.

Let T ⊂ H be a set of representatives for H/H1, and define B =
∑

τ∈T τ(α)Uτ ∈ Matd(Λ̃).

We have B − 1 =
∑

τ∈T τ(α)(Uτ − 1), so vΛ(B − 1) > x − c1 and B ∈ 1 + pm Matd(Λ̃).
But x − c1 > 0, so by Exercise 14.4.3 we see that B is invertible and vΛ(B−1 − 1) > 0. In
particular, vΛ(B−1) > 0. Using the definition of B and the 1-cocycle condition, for each
h ∈ H we have

Uhh(B) =
∑

τ∈T

hτ(α)Uhh(Uτ ) =
∑

τ∈T

hτ(α)Uhτ .

Fix h ∈ H . For τ ∈ T (as for any element of H), there exists unique τ ′ ∈ T and h1 ∈ H1

such that hτ = τ ′h1. Since

vΛ

(
Uτ ′h1 − Uτ ′

)
= vΛ

(
Uτ ′τ

′(Uh1 − 1)
)
> vΛ(Uτ ′) + vΛ(Uh1 − 1)

> x+ c1 + 1

and hτ(α)Uhτ = τ ′(α)Uτ ′h1 , we have vΛ

(
hτ(α)Uhτ − τ ′(α)Uτ ′

)
> x+ 1. Thus,

vΛ(Uhh(B)−B) > x+ 1,

so vΛ(B−1Uhh(B)− 1) > x+ 1 since vΛ(B−1) > 0. �

Now we bootstrap the preceding lemma to find B yielding a much better conclusion:

Proposition 14.2.2. Under the hypotheses of Lemma 14.2.1, we can find B there so that
in addition B−1Uhh(B) = 1 for all h ∈ H. In other words, the 1-cocycle h 7→ Uh is a
1-coboundary of the form Uh = B · h(B)−1 (h ∈ H), where B ≡ 1 mod pm and vΛ(B − 1) >
x− c1.

Proof. We apply Lemma 14.2.1 repeatedly to construct a sequence {Bn}n>0 in GLd(Λ̃) such
that for all n > 0 we have

(i) vΛ(Bn − 1) > x+ n− c1 and Bn ∈ 1 + pm Matd(Λ̃);
(ii) vΛ((B0B1 · · ·Bn)

−1Uhh(B0B1 · · ·Bn)) > x+ n for all h ∈ H
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Since Λ̃ is complete for the topology defined by vΛ, property (i) implies that the product

B =
∏∞

n=0Bn converges in GLd(Λ̃). By passage to the limit, we also have B ∈ 1+pm Matd(Λ̃)
and vΛ(B − 1) > x− c1. Property (ii) then implies that B−1Uhh(B) = 1 for all h ∈ H . �

The next lemma says that if a matrix M over Λ̃H is close to γ(M) for γ ∈ Γ̃H that is

not too close to 1 (so γ is an approximate “topological generator” for the group Γ̃H which
is isomorphic to Zp near the identity) then M has all entries in ΛH,n for a suitable n, and

that if M were also invertible over Λ̃H then it is also invertible over ΛH,n. (This last point
is a triviality in the Sen situation for which the coefficient rings are valued fields, but in
other settings this descent of invertibility is not a tautology. For applications to descent of

1-cocycles valued in GLd(Λ̃
H), it is clearly essential to keep track of the invertibility property

under descent of matrices.)

Lemma 14.2.3. Let G be an open normal subgroup of G0, and pick n > n(G). Define

H = G ∩ H0, and choose γ ∈ Γ̃H such that n(γ) 6 n. For an M ∈ Matd2×d1(Λ̃
H) with

d1, d2 > 1, assume there exist Ui ∈ GLdi
(ΛH,n) such that:

(1) vΛ(U1 − 1) > c3, vΛ(U2 − 1) > c3;
(2) γ(M) = U1MU2.

Then M ∈ Matd2×d1(ΛH,n). Moreover, if d1 = d2 = d and M ∈ GLd(Λ̃
H) then M ∈

GLd(ΛH,n).

Proof. Since M−1 satisfies the same hypotheses as M (upon swapping d1 and d2), it suffices
to carry out the descent for M as a matrix (as then doing the same for M−1 when it exists
will show that invertibility descends too). Define C = M −RH,n(M), a d2 × d1 matrix with
coefficients in XH,n. Our task is exactly to prove that C = 0, so we assume not and seek a
contradiction.

The operator RH,n is ΛH,n-linear and commutes with γ ∈ Γ̃H , so γ(C) = U1CU2. Hence,

(γ − 1)(C) = U1CU2 − C = (U1 − 1)CU2 + U1C(U2 − 1)− (U1 − 1)C(U2 − 1),

This implies vΛ((γ − 1)(C)) > vΛ(C) + min{vΛ(U1 − 1), vΛ(U2 − 1)} > vΛ(C) + c3, where
the final strict inequality uses that vΛ(C) is finite (as we assumed C 6= 0). This exactly
contradicts (TS3) (applied to a nonzero entry of C with minimal vΛ-value), so C = 0 as
desired. �

In addition to considering approximate descent using approximations relative to vΛ, as in
Lemma 14.2.3, we also need to keep track of p-adic approximations when doing descent. A
preliminary lemma in that direction (to then immediately be improved by bootstrapping in
the subsequent proposition) is:

Lemma 14.2.4. Let G be an open normal subgroup of G0, and pick n > n(G). Define

H = G ∩H0. Let U = 1 + pm(U1 + U2) for U1 ∈ Matd(ΛH,n) and U2 ∈ Matd(Λ̃
H) such that

{
vΛ(U1) > x− vΛ(pm),

vΛ(U2) > y − vΛ(pm),

where x ∈ [c2 + c3 + δ,+∞] and y ∈ [max(x+ c2, 2c2 + 2c3 + δ),+∞] for some δ ∈ (0,+∞].
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For any γ ∈ Γ̃H satisfying n(γ) 6 n, there exists B ∈ 1 + pm Matd
(
Λ̃H
)

such that
vΛ(B − 1) > y − c2 − c3 and B−1Uγ(B) = 1 + pm(V1 + V2), with V1 ∈ Matd(ΛH,n) and

V2 ∈ Matd
(
Λ̃H
)

satisfying {
vΛ(V1) > x− vΛ(pm)

vΛ(V2) > y − vΛ(pm) + δ

In this and subsequent lemmas the reason that we include the (generally trivial) case
where various estimation parameters (x, y, δ) are infinite is that it later allows us to not need
to make separate remarks when working with a 1-cocycle g 7→ Ug at a value Uγ that might
equal 1 (i.e., Uγ − 1 = 0).

Proof. If p = 0 in Λ̃ then the assertion is obvious, so we may and do assume p 6= 0 in Λ̃. The
given estimates on the vΛ(Ui)’s force vΛ(U) = 0. By (TS2)(4), we have

vΛ(RH,n(U2)) > y − vΛ(pm)− c2 > x− vΛ(pm).

By (TS3), there exists V ∈ Matd
(
Λ̃H
)

such that (γ − 1)(V ) = (RH,n − 1)(U2) and

vΛ(V ) > vΛ(RH,n(U2)− U2)− c3 > min(vΛ(RH,n(U2)), vΛ(U2))− c3,
with vΛ(U2) > y − vΛ(pm) > y − vΛ(pm)− c2. Hence, vΛ(V ) > y − vΛ(pm)− c2 − c3.

Define

V1 = U1 +RH,n(U2) ∈ Matd(ΛH,n) and B = 1 + pmV ∈ Matd(Λ̃
H).

We then have vΛ(B − 1) = vΛ(pmV ) > y − c2 − c3 > 0 (so B is invertible and vΛ(B) = 0)
and the matrix V1 ∈ Matd(ΛH,n) satisfies

vΛ(V1) > min{vΛ(U1), vΛ(RH,n(U2))} > x− vΛ(pm).

Since B−1 = 1 − pmV + p2mV 2 − · · · , one can write B−1 = 1 − pmV + p2mV 2C with

C ∈ Matd(Λ̃
H) satisfying vΛ(C) = 0. We then compute:

B−1Uγ(B)− 1− pmV1 = (1− pmV + p2mV 2C)U(1 + pmγ(V ))− (1 + pmV1)

= U + pmUγ(V )− pmV U − p2m(V Uγ(V )− V 2CUγ(B))

−1− pmU1 − pmRH,n(U2)

= pm
(
U2 − RH,n(U2) + Uγ(V )− V U

−pm(V Uγ(V )− V 2CUγ(B))
)
,

where the final equality uses that U = 1 + pm(U1 + U2). Since U2 −RH,n(U2) = (1− γ)(V ),
we have B−1Uγ(B) = 1 + pmV1 + pmV2 with

V2 := (U − 1)γ(V )− V (U − 1)− pm(V Uγ(V )− V 2CUγ(B)) ∈ Matd(Λ̃
H).

But vΛ(U − 1) > vΛ(pm) + min{vΛ(U1), vΛ(U2)} by the definition of U , and this is at least
x since y > x. We obtained two lower bounds from this:

vΛ((U − 1)γ(V )) > y − vΛ(pm)− c2 − c3 + x > y − vΛ(pm) + δ
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and vΛ(V (U−1)) > y−vΛ(pm)+δ. Moreover, vΛ(V Uγ(V )−V 2CUγ(B)) > 2vΛ(V ) because
the “valuations” vΛ(γ(B)) = vΛ(B), vΛ(C), and vΛ(U) all vanish. Thus,

vΛ(pm(V Uγ(V )− V 2CUγ(B))) > vΛ(pm) + 2(y − vΛ(pm)− c2 − c3)
= y − vΛ(pm) + y − 2c2 − 2c3

> y − vΛ(pm) + δ.

This implies vΛ(V2) > y − vΛ(pm) + δ, so we are done. �

Bootstrapping the lemma will now yield an improvement not involving any U1, U2, or x:

Proposition 14.2.5. Let G be an open normal subgroup of G0, and define H = G∩H0 and

pick n > n(G). Choose U ∈ 1 + pm Matd(Λ̃
H) for some m > 0 such that vΛ(U − 1) > y with

y ∈ [2c2 + 2c3 + δ,+∞] some δ ∈ (0,+∞]. For any γ ∈ Γ̃H satisfying n(γ) 6 n, there exists

B ∈ 1+pm Matd
(
Λ̃H
)

such that vΛ(B−1) > y−c2−c3 and B−1Uγ(B) ∈ 1+pm Matd(ΛH,n).

Note that since vΛ(B − 1) > y − c2 − c3 > 0, we must have B ∈ GLd(Λ̃
H). Hence, the

appearance of B−1 in the conclusion makes sense.

Proof. The case p = 0 in Λ̃ is trivial, so we may and do assume p 6= 0 in Λ̃. Define

x := y − c2 > c2 + c3 + δ, and also define U1,1 = 0 ∈ Matd(ΛH,n) and U2,1 = U ∈ Matd(Λ̃
H).

By repeatedly applying Lemma 14.2.4, we obtain a sequence {Bn} on Bn ∈ 1+pm Matd(Λ̃
H)

such that

(i) vΛ(Bn − 1) > y − c2 − c3 + nδ > 0 (so Bn ∈ GLd(Λ̃
H));

(ii) (B0B1 · · ·Bn)
−1Uγ(B0B1 · · ·Bn) = 1 + pm(U1,n + U2,n) with U1,n ∈ Matd(ΛH,n) and

U2,n ∈ Matd(Λ̃
H) satsifying vΛ(U1,n) > x− vΛ(pm) and vΛ(U2,n) > y − vΛ(pm) + nδ

for all n > 0.
Since Λ̃H is complete for the topology defined by vΛ, property (i) implies that the product

B =
∏∞

n=0Bn converges in GLd(Λ̃
H). We have B ∈ 1 + pm Matd(Λ̃

H) and vΛ(B − 1) >

y − c2 − c3 > 0. In particular, B ∈ GLd(Λ̃
H). Property (ii) then implies that B−1Uγ(B) ∈

1 + pm Matd(ΛH,n) because ΛH,n is closed in Λ̃H for the topology defined by vΛ. �

We can now establish another result about the cohomological triviality of certain 1-
cocycles, this time incorporating a p-adic estimate on the trivializing 0-cochain as well.

Proposition 14.2.6. Let U : G0 → GLd(Λ̃) be a continous cocycle, and assume that for some

open normal subgroup G of G0 we have vΛ(Ug−1) > c1 +2c2 +2c3 and Ug ∈ 1+ pm Matd(Λ̃)
for all g ∈ G, with some m ∈ Z>0.

There exists B ∈ 1 + pm Matd(Λ̃) such that vΛ(B − 1) > c2 + c3 (so B ∈ GLd(Λ̃
H)) and

the 1-cocycle h 7→ B−1Uhh(B) is trivial on H := G ∩H0 and has values in GLd(ΛH,n(G)).

Proof. Since vΛ(Ug − 1) > 0, we have vΛ(Ug) = 0. By Proposition 14.2.2, there exists

B1 ∈ 1+pmMatd(Λ̃) such that vΛ(B1−1) > 2c2+2c3 > 0 (so vΛ(B1) = 0 and B1 ∈ GLd(Λ̃
H))

and the 1-cocycle U ′ : g 7→ U ′
g := B−1

1 Ugg(B1) is trivial on H . It is also clear that vΛ(U ′
g) = 0

for all g ∈ G0, since vΛ(B1 − 1) > 0 and vΛ(Ug) = 0. By triviality of restriction to H , the
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1-cocycle U ′ is the inflation of a 1-cocycle Γ̃H = G0/H → GLd
(
Λ̃H
)

that we still denote by
U ′.

Choose γ ∈ G/H ⊂ Γ̃H such that n(γ) = n(G). We have U ′
γ ∈ 1 + pm Matd(Λ̃

H) and

vΛ(U ′
γ − 1) = vΛ

(
B−1

1 (Uγ − 1)γ(B1) +B−1
1 γ(B1 − 1) +B−1

1 − 1
)

> inf
{
vΛ(Uγ − 1), vΛ(B1 − 1)

}

> 2c2 + 2c3.

Hence, we may apply Proposition 14.2.5 with n = n(γ) = n(G), U = U ′
γ , y = vΛ(U ′

γ − 1)

(which is infinite if U ′
γ = 1!) and δ = y − 2c2 − 2c3 > 0 to find B2 ∈ 1 + pm Matd(Λ̃

H)

such that vΛ(B2 − 1) > c2 + c3 > 0 (so vΛ(B2) = 0 and B2 ∈ GLd(Λ̃
H)) and B−1

2 U ′
γγ(B2) ∈

GLd(ΛH,n(G)).

Define B := B1B2 ∈ 1 + pm Matd(Λ̃), so we have:

• vΛ(B − 1) > min{vΛ(B1 − 1), vΛ(B2 − 1)} > c2 + c3,
• the 1-cocycle g 7→ U ′′

g = B−1Ugg(B) is trivial on H (so it is the inflation of a 1-cocycle

Γ̃H → GLg(Λ̃
H)), U ′′

γ ∈ GLd(ΛH,n(G)), and
•

vΛ(U ′′
γ − 1) = vΛ((B−1

2 − 1)U ′
γγ(B2) + (U ′

γ − 1)γ(B2) + γ(B2 − 1))

> min{vΛ(B2 − 1), vΛ(U ′
γ − 1)}

> c2 + c3 > c3 > 0.

(In particular, U ′′
γ ∈ GLd(Λ̃

H).)

For any g ∈ Γ̃H we have gγ = γg (because G/H lies in the center of Γ̃H), so U ′′
g g(U

′′
γ ) =

U ′′
γ γ(U

′′
g ); that is, γ(U ′′

g ) = U ′′−1
γ U ′′

g g(U
′′
γ ). Lemma 14.2.3 applied with n = n(γ) = n(G),

M = U ′′
g , U1 = U ′′−1

γ , and U2 = g(U ′′
γ ) implies that U ′′

g ∈ GLd(ΛH,n(G)) (note that U2 ∈
GLd(ΛH,n(G)) thanks to (TS2)(3)). Since g was arbitrary in Γ̃H , we are done. �

Finally we can give some interesting cohomological applications of the preceding technical

results. In what follows, we consider continuous cohomology using the topology on Λ̃ and
its subrings defined by vΛ.

Let G be an open normal subgroup of G0, and as usual define H = H0∩G. For n > n(G),

the inclusion ΛH,n ⊂ Λ̃H induces a map

H1
(
Γ̃H ,GLd(ΛH,n)

)
→ H1

(
Γ̃H ,GLd(Λ̃

H)
)
.

Composing with inflation H1
(
Γ̃H ,GLd(Λ̃

H)
)
→ H1

(
G0,GLd(Λ̃)

)
thereby defines a map

iH : lim−→
n

H1
(
Γ̃H ,GLd(ΛH,n)

)
→ H1

(
G0,GLd(Λ̃)

)
.

Lemma 14.2.7. The map iH is injective.
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Proof. The inflation map H1
(
Γ̃H ,GLd(Λ̃

H)
)
→ H1

(
G0,GLd(Λ̃)

)
is injective, so our problem

is to prove the injectivity of lim−→n
H1
(
Γ̃H ,GLd(ΛH,n)

)
→ H1

(
Γ̃H ,GLd(Λ̃

H)
)
. Let

U,U ′ : Γ̃H ⇉ GLd(ΛH,∞)

be a pair of continuous 1-cocycles which become cohomologous in GLd(Λ̃
H). That is, we

assume there exists B ∈ GLd(Λ̃
H) such that U ′

g = B−1Ugg(B).
Choose n0 > n(G) such that U and U ′ are both valued in GLd(ΛH,n0). If γ ∈ G/H satisfies

n(γ) > n0 then γ(B) = U−1
γ BU ′

γ . By continuity, we make choose γ with n(γ) large and finite
such that vΛ(Uγ − 1), vΛ(U ′

γ − 1) > c3. Hence, Lemma 14.2.3 may be applied with n > n(γ),

M = B, U1 = U−1
γ , and U2 = U ′

γ to deduce that B ∈ GLd(ΛH,n). Hence, U and U ′ are
cohomologous as desired. �

To reduce clutter, we now define the notation

H1(Γ̃H ,GLd(ΛH,∞)) := lim−→
n

H1(Γ̃H ,GLd(ΛH,n)).

(This creates no risk of confusion, as we will never actually use the usual meaning of the H1

on the left side, aside from Sen’s situation where we have already proved in Exercise 14.4.4
that the limit pointed set can be passed inside of the cohomology.) Observe that elements

of this set are represented by continuous 1-cocycles Γ̃H → GLd(ΛH,∞) which happen to land
in some GLd(ΛH,n).

We wish to pass to the limit on the maps iH as G shrinks. (Recall H = G ∩H0.) To this
end, consider an inclusion G ⊂ G′ of open normal subgroups of G0, and define H = H0 ∩G
andH ′ = H0∩G′. There is a natural surjection Γ̃H ։ Γ̃H′, and if n > n′ > max(n(G), n(G′))
then ΛH′,n′ ⊂ ΛH,n. In particular, we have an inflation map

iH,H′ : H1
(
Γ̃H′ ,GLd(ΛH′,∞)

)
→ H1

(
Γ̃H ,GLd(ΛH,∞)

)

The sets H1
(
Γ̃H ,GLd(ΛH,∞)

)
with H = G ∩ H0 and G varying through open normal sub-

groups of G0 thus form an inductive system. Clearly iH′ = iH ◦iH,H′ for any such pair (G,G′)
as above, so we get a map

lim−→
G

H1
(
Γ̃H ,GLd(ΛH,∞)

)
→ H1

(
G0,GLd(Λ̃)

)

in which the limit is taken over all open normal subgroups G in G0.

Theorem 14.2.8. This map is a bijection.

Proof. Injectivity results from Lemma 14.2.7 and surjectivity from Proposition 14.2.6 (using
m = 0). �

In terms of Λ̃-representations, Theorem 14.2.8 has the following consequence for existence
and uniqueness of descent, with a strong form of uniqueness.

Theorem 14.2.9. Let W be a free Λ̃-module of rank d equipped with a continuous semilinear
action of G0. Let G ⊂ G0 be an open normal subgroup, and choose c ∈ R>c1+2c2+2c3. Assume
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that W viewed as a G-representation admits a basis with respect to which the resulting 1-
cocycle g 7→ Ug describing the action of G on W satisfies vΛ(Ug − 1) > c for all g ∈ G.

Then there exists a unique finite free ΛH,n(G)-submodule W ′ of W with rank d such that
for H := G ∩H0 we have

(1) W ′ is stable under the action of G0 and this action factors through Γ̃H ;
(2) there exists some c′ > c3 such that W ′ admits a basis in which the 1-cocycle U ′

describing the action of Γ̃H satisfies vΛ(U ′
γ − 1) > c′ for all γ ∈ Γ̃H ;

(3) W = Λ̃⊗ΛH,n(G)
W ′ as Λ̃[G0]-modules.

Note that the uniqueness for W ′ is as an actual subset of W , not merely up to abstract

ΛH,n(G)-linear Γ̃H-equivariant isomorphism.

Proof. The existence of W ′ follows from Proposition 14.2.6. For the uniqueness, assume
W ′′ is a finite free ΛH,n(G)-submodule of W with rank d having the same properties as W ′.
Choose ΛH,n(G)-bases e′ and e′′ of W ′ and W ′′ respectively. By property (3), these are also

Λ̃-bases of W , so we can define B ∈ GLd(Λ̃) to be the matrix that converts e
′′

-coordinates
into e′-coordinates. The aim is to prove that actually B ∈ GLd(ΛH,n(G)), as this says exactly
that the respective ΛH,n(G)-spans W ′ and W ′′ of e′ and e′′ inside of W coincide.

The action of Γ̃H on W is described by cocycles U ′ and U ′′ relative to the bases e′ and
e′′, and U ′′

g = B−1U ′
gg(B) for all g ∈ G0. By property (1), U ′

g = U ′′
g = 1 if g ∈ H , so

B ∈ GLd(Λ̃
H). Moreover, we have v(U ′

g−1) > c3 and v(U ′′
g −1) > c3 for g ∈ Γ̃H by property

(2). Finally, since g(B) = U ′−1
g BU ′′

g we have B ∈ GLd(ΛH,n(G)) by Lemma 14.2.3, so we are
done. �

14.3. Descent of cohomology from GK to Γ. Tate [49, §3.2] proved CK-valued coho-
mological vanishing theorems for GK∞

(e.g., H1(GK∞
,CK) = 0), and from this was able

to get isomorphisms between GK-cohomology and Gal(K∞/K)-cohomology. This is quite
remarkable, since Gal(K∞/K) is essentially Zp. In this section we rederive Tate’s results,
working within the broader context of the Tate–Sen formalism (following [1, App. I]).

First we describe the basic setup. Using notation as in §14.1 (the profinite group G0, the

ring Λ̃, the “valuation” vΛ, etc.), let W be a finite free Λ̃-module of rank d. The choice of

a basis identifies W with Λ̃d. Endowing the latter with the product topology (where the
topology on each factor is defined by vΛ) equips W with a topology, which is independent of
the basis. For m > 0 define

Λ̃>m = {x ∈ Λ̃ | vΛ(x) > m}

and W>m = Λ̃>m ·W , so {W>m}m>0 is a base of open neighborhoods of 0 in W .

Tate’s case of interest was Sen’s situation: G = GK and Λ̃ = CK with its usual valuation.
In what follows, as with Tate, we consider continuous cohomology of with values in W .
To be precise, if G ⊂ G0 is a closed subgroup and n > 1, we denote by C n(G,W ) the
group of continuous r-cochains of G with values in W (i.e.,, continuous maps of topological
spaces Gr → W ) and ∂ : C n(G,W ) → C n+1(G,W ) is the usual the boundary map (which
respects continuity, due to its explicit formula). We will be approximating cochains by other
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cochains, so we need a measure of uniform closeness. The natural definition is to assign to
each f ∈ C n(G,W ) the supremum

vΛ(f) = inf
{
vΛ(f(g1, . . . , gr)) | g1, . . . , gr ∈ G

}
∈ R ∪ {+∞}.

This depends on the choice of Λ̃-basis of W , but that will not matter for our purposes.
The results below are due to Tate (cf [49, §3.2]) in the case of Sen’s situation, and we follow

the presentation of [1, Appendix I]. The key to everything is the following lemma, which
handles the fact that continuous cohomology does not have good δ-functorial properties (due
to the continuity conditions on cochains). Since Tate was aiming to relate GK cohomology
and Gal(K∞/K)-cohomology, he wanted a version of the Hochschild-Serre spectral sequence.
He also wanted to uniformly approximate continuous cochains by ones arising from finite
groups (as in profinite group cohomology for discrete modules). Both of these aims are
achieved in this lemma:

Lemma 14.3.1. Assume (TS1) holds. Let H be an open subgroup of H0 and f ∈ C n(H,W ).

(1) If there exists an open subgroup H ′ ⊂ H such that f factors through H/H ′ then there
exists h ∈ C n−1(H/H ′,W ) such that vΛ(f−∂h) > vΛ(∂f)−c1 and vΛ(h) > vΛ(f)−c1.

(2) There exists a sequence of open normal subgroups (Hm)m>0 and fm ∈ C n(H/Hm,W )
such that vΛ(f − fm) > m for all m > 1.

The second part of this lemma does not rest on (TS1) at all. Its proof is an elementary
calculation.

Proof. First we prove (1), for which we may and do assume n > 1 By (TS1) we can choose

α ∈ Λ̃H′

such that vΛ(α) > −c1 and
∑

τ∈H/H′ τ(α) = 1. Define h ∈ C n−1(H/H ′,W ) by:

h(g1, . . . , gn−1) = (−1)n
∑

τ∈H/H′

g1 · · · gn−1τ(α)f(g1, . . . , gn−1, τ)

Since vΛ(α) > −c1, we have

vΛ(g1 · · · gn−1τ(α)f(g1, . . . , gn−1, τ)) > vΛ(α) + vΛ(f(g1, . . . , gn−1, τ)),

so vΛ(h) > vΛ(f)− c1. (We include the case of equality to allow f = 0.) On the other hand,
we have

∂h(g1, . . . , gn) = g1(h(g2, . . . , gn)) +
n−1∑

j=1

(−1)jh(g1, . . . , gjgj+1, . . . , gn)

︸ ︷︷ ︸
(−1)nΣ

+(−1)nh(g1, . . . , gn−1)

We need to put the expression labeled as Σ into a more convenient form.
As g1(h(g2, . . . , gn)) = (−1)n

∑
τ∈H/H′ g1 · · · gnτ(α)g1(f(g2, . . . , gn, τ)) and

h(g1, . . . , gjgj+1, . . . , gn) = (−1)n
∑

τ∈H/H′

g1 · · · gnτ(α)f(g1, . . . , gjgj+1, . . . , gn, τ),
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we get that Σ is equal to

∑

τ∈H/H′

g1 · · · gnτ(α)
(
g1(f(g2, . . . , gn, τ)) +

n−1∑

j=1

(−1)jf(g1, . . . , gjgj+1, . . . , gn, τ)
)
,

which expands out to become
∑

τ∈H/H′

g1 · · · gnτ(α)
(
∂f(g1, . . . , gn, τ)− (−1)nf(g1, . . . , gn−1, gnτ)− (−1)n+1f(g1, . . . , gn)

)
.

But we also have (by change of variables)
∑

τ∈H/H′

g1 · · · gnτ(α)f(g1, . . . , gn−1, gnτ) =
∑

τ∈H/H′

g1 · · · gn−1τ(α)f(g1, . . . , gn−1, τ)

and
∑

τ∈H/H′ g1 · · · gnτ(α) = 1 since
∑

τ∈H/H′ τ(α) = 1, so we obtain the formula

Σ =
( ∑

τ∈H/H′

g1 · · · gnτ(α)∂f(g1, . . . , gn, τ)
)
− h(g1, . . . , gn−1) + (−1)nf(g1, . . . , gn).

Thus, we compute

∂h(g1, . . . , gn)− f(g1, . . . , gn) = (−1)n
∑

τ∈H/H′

g1 · · · gnτ(α)∂f(g1, . . . , gn, τ),

so vΛ(∂h− f) > vΛ(∂f)− c1 (equality allowing for the possibility ∂f = 0). This proves (1).
Turning to the proof (2), since f is continuous we see that for each m > 1 there exists an

open subgroup Hm ⊂ H such that fm : Hn → W → W/W>m factors through a (discrete!)
cochain f)m on the finite set (H/Hm)n. If sm : W/W>m → W is any (set-theoretic) splitting
of the projection, the cochain fm = sm ◦ fm is continuous and vΛ(f − fm) > m. �

Let G ⊂ G0 be an open subgroup and H = G ∩H0 = ker(ψ|G) as in Tate–Sen formalism.

Proposition 14.3.2. Assume (TS1) holds. Then Hn(H,W ) = 0 for all n > 1, and the
inflation map Hn(G/H,WH)→ Hn(G,W ) is an isomorphism for all n > 0.

Proof. Choose n > 1 and f ∈ C n(H,W ). Pick sequence (Hm)m>1 and {fm}m>1 as in Lemma
14.3.1(2). For each m > 1 let hm ∈ C n−1(H/Hm,W ) as in Lemma 14.3.1 (1) be such that
vΛ(fm − ∂hm) > vΛ(∂fm)− c1 and vΛ(hm) > vΛ(fm)− c1. Since the sequence (hm)m∈N>0 is
Cauchy, it converges to some h ∈ C n−1(H,W ) (by the completeness of W ).

Now assume f is a cocycle; i.e., ∂f = 0. Since vΛ(f − fm) > m, we have vΛ(∂fm) > m,
so vΛ(fm − ∂hm) > vΛ(∂fm)− c1 > m− c1. Passing to the limit as m goes to infinity gives
f = ∂h, which proves Hn(H,W ) = 0.

The isomorphism claim for the inflation map is clear for n = 0, so to prove this claim in
general we may assume n > 1. The case n = 1 is proved by the classical method of proof with
1-cocycles. Thus, we now assume n > 2. There is no Hochschild-Serre spectral sequence,
due to the continuity conditions, but we can adapt the idea by working “by hand” as follows.
To handle surjectivity for the Hn’s, by thinking in terms of continuous cocycles we just need
the restriction map C n−1(G,W ) → C n−1(H,W ) to be surjective. Such surjectivity follows
from Lemma 14.3.1(2).



CMI SUMMER SCHOOL NOTES ON p-ADIC HODGE THEORY (PRELIMINARY VERSION) 253

For injectivity of the inflation mapping in degree n > 2, consider f ∈ C n(G/H,WH) such
that ∂f = 0 and the composite mapping

Gn ։ (G/H)n
f→WH →֒ W

has the form ∂F for some F ∈ C (Gn−1,W ) (which says that the class of f in Hn(G/H,WH)
inflates to 0 on Hn(G,W ). We then have that F |Hn−1 has n-cocycle boundary ∂f |Hn = 0, so
F |Hn−1 ∈ Z n−1(H,W ). But n − 1 > 1, so the proved vanishing of higher H-cohomology of
W gives that F |Hn−1 = ∂F ′ for some F ′ ∈ C n−2(H,W ). By Lemma 14.3.1(2) this h′ lifts to
some f ′ ∈ C n−2(G,W ), so if we replace (as we may) F with F − ∂f ′ then we have arranged
that F |Hn−1 = 0. 8 �

Proposition 14.3.3. If W ∈ RepCK
(GK), then Hn(H,W ) = 0 for all n > 1 and the

inflation map Hn(G/H,WH)→ Hn(G,W ) is an isomorphism for all n > 0.

Proof. We apply Proposition 14.3.2 to the field Λ̃ = CK , the group H = GK∞
, and vΛ = v.

Condition (TS1) is fulfilled by Proposition 14.1.3. �

Now we can finally give a proof of Theorem 2.2.7. Let us also recall the statement.

Theorem 14.3.4. Let K be a p-adic field and η : GK → O
×
K a continuous character such

that η(GK) is a p-adic Lie group of dimension at most 1. Let CK(η) denote CK with the
twisted GK-action g.c = η(g)g(c).

If η(IK) is infinite then Hi
cont(GK ,CK(η)) = 0 for i = 0, 1 and these cohomologies are 1-

dimensional over K when η(IK) is finite (i.e., when the splitting field of η over K is finitely
ramified).

Proof. First assume that η(IK) is infinite. In this case the Tate–Sen formalism applies, so
Proposition 14.3.3 gives

Hi(GK ,CK(η)) ≃ Hi(Gal(K∞/K),CK(η)GK∞ ) = Hi(Gal(K∞/K), K̂∞(η)).

Thus, we wish to prove Hi(Gal(K∞/K), K̂∞(η)) = 0 for i = 0, 1. For any finite Galois
extension K ′/K inside of K∞, the usual proof of inflation-restriction in degree 1 works with
continuous 1-cocycles to give a left exact sequence

0→ H1(Gal(K ′/K), K ′(η))→ H1(Gal(K∞/K), K̂∞(η))→ H1(Gal(K∞/K
′), K̂∞(η)).

Finite group cohomology on a Q-vector space vanishes, so to prove the desired vanishing in

degree 1 it is harmless to replace K with any such K ′. Likewise, if K̂∞(η) has vanishing
space of invariants for Gal(K∞/K

′) then it certainly has vanishing space of invariants for
Gal(K∞/K). Hence, for our treatment of the infinitely ramified case it is harmless to replace
K with such a K ′. We may therefore assume that Gal(K∞/K) ≃ Zp with topological
generator γ. The infinitely ramified hypothesis implies that the unit λ = η(γ) ∈ O

×
K is not a

root of unity, and by replacing K with a finite extension inside of K∞ we can arrange that
v(λ− 1) > 0. That is, λ ∈ 1 + mK .

We identify K̂∞(η) with the K-Banach space K̂∞ on which each g ∈ Gal(K∞/K) acts

via g.c = η(g) · g(c) (using the natural action of Gal(K∞/K) on K̂∞ via isometries). Since

8need to finish writing the argument
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λ−1 is a 1-unit that is not a root of unity, by Lemma 14.1.9 the operator x 7→ γ(x)− λ−1x

on K̂∞ is bijective. Multiplying on the left by λ, this says that x 7→ γ.x − x is a bijective

self-map of K̂∞. The denseness of γZ in Gal(K∞/K) implies that H0(Gal(K∞/K), K̂∞(η))

is exactly the space of c ∈ K̂∞ such that γ.c = c, which is to say that this is the kernel of

the injective map x 7→ γ.x− x on K̂∞. This proves the desired vanishing result in degree 0.

For degree 1, first note that if c : Gal(K∞/K)→ K̂∞(η) is a 1-cocycle then (γ−1).c(γn) =
(γn−1).c(γ) by forwards and backwards induction on n ∈ Z (using that c(1) = 0). Hence, if
c is also continuous then (γ − 1).c(g) = (g − 1).c(γ) for all g ∈ Gal(K∞/K). By surjectivity

of x 7→ γ.x − x we can write c(γ) = γ.x0 − x0 for some x0 ∈ K̂∞, and so if we subtract
the continuous 1-cocycle g 7→ g.x0 − x0 from c (as we may do without changing its degree-1
cohomology class) then we are reduced to the case when c(γ) = 0. But in such cases, for

all g ∈ Gal(K∞/K) we have (γ − 1).c(g) = 0. By injectivity of x 7→ γ.x − x on K̂∞, we
conclude that c is identically zero as a function. This completes the infinitely ramified case.

Now suppose that η(IK) is finite. In this case the Tate–Sen formalism does not apply,
so instead we will use completed unramified descent as in Lemma 3.2.6. First assume that
η(IK) is trivial, which is to say that η is unramified. We may and do view η as a continuous

character Gk → O
×
K . In this case CK(η)IK = (CK)IK(η) = K̂un(η). Thus,

CK(η)GK = (O dKun(η))
Gk [1/p].

By Lemma 3.2.6, the space of Gk-invariants on the finite free rank-1 O dKun-module O dKun(η) is
free of rank 1 over OK , so inverting p gives that CK(η)GK is 1-dimensional over K. To handle
degree-0 in general, let K ′/K be a finite Galois extension in the splitting field of η such that
the open normal subgroup IK ′ in IK is contained in ker(η|IK). That is, η|GK′

is unramified. It
follows that CK(η)GK′ is a 1-dimensional K ′-vector space, and its natural Gal(K ′/K)-action
is visibly K ′-semilinear. Thus, by ordinary Galois descent, CK(η)GK = ((CK(η)GK′ )Gal(K ′/K)

is 1-dimensional over K.
Moving on to degree 1, we first handle the case η = 1, and then we shall deduce the

general case. That is, we first prove H1(GK ,CK) = 0. For a finite Galois extension K ′/K
contained in K, we have the left exact sequence

0→ H1(Gal(K ′/K), K ′)→ H1(GK ,CK)→ H1(GK ′,CK),

so since H1(Gal(K ′/K), K ′) = 0 it suffices to treat the case of K ′ in place of K. Let K∞/K
be the infinitely ramified p-adic cyclotomic extension. By axiom (TS3), we may replace K
with some Kn so that Gal(K∞/K) ≃ Zp with topological generator γ such that γ − 1 acts

bijectively on the kernel X ⊆ K̂∞ of the normalized trace to K. By Proposition 14.3.3
applied to K∞/K, we have

H1(GK ,CK) ≃ H1(Gal(K∞/K), K̂∞) ≃ H1(Gal(K∞/K), K)⊕ H1(Gal(K∞/K), X),

so H1(GK ,CK) ≃ Homcont(Zp, K) is 1-dimensional over K.
Now turning to the general case, let K ′/K be a finite subextension of the splitting field of

η which absorbs the ramification of η, and let L = K ′un. If we ignore continuity conditions on
cocycles, the Hochschild–Serre spectral sequence provides isomorphisms Hn

alg(GK ,CK(η)) ≃
Hn

alg(GK ′,CK(η))Gal(K ′/K) via restriction for all n > 1 since the Gal(K ′/K)-cohomology



CMI SUMMER SCHOOL NOTES ON p-ADIC HODGE THEORY (PRELIMINARY VERSION) 255

of a Q-vector space vanishes. Since GK ′ is open in GK , it follows that for n = 1 this
restriction isomorphism induces an isomorphism H1(GK ,CK(η)) ≃ H1(GK ′,CK(η))Gal(K ′/K)

in continuous cohomology as well. Hence, provided that H1(GK ′,CK(η)) is a 1-dimensional
K ′-vector space, the invariants under a K ′-semilinear action by Gal(K ′/K) constitute a 1-
dimensional K-vector space via usual Galois descent. It is therefore enough to solve the
problem for K ′ in place of K, so we may assume that η is unramified. By completed

unramified descent in Lemma 3.2.6, K̂un(η) ≃ K̂un as K̂un-vector spaces equipped with a
semilinear action by Gk = GK/IK . Thus, CK(η) ≃ CK in RepCK

(GK). We have already
proved that H1(GK ,CK) is 1-dimensional over K, so we are done. �

14.4. Exercises.

Exercise 14.4.1. Let R be a topological ring, G a topological group equipped with a continu-
ous action on R (i.e., G×R→ R is continuous). Endow any finite free R-module M with its
natural topological module structure using a basis of R (this topology is independent of the
basis; why?). Assume M is endowed with a semilinear action by G; we say it is continuous
if the action map G×M → M is continuous. We wish to classify such M (especially with
continuous action) in terms of a suitable cohomology set.

(1) Let d be the rank of M and choose an R-basis e ofM . Make no continuity assumption
on the action of G. Define the associated function Ue : G → GLd(R) by setting
Ue(g) = (rij(g)) where g(ej) =

∑
rij(g)ei. Prove that Ue is a 1-cocycle and that as

we vary through all choices of e the Ue sweep out exactly a single cohomology class
of 1-cocycles. Prove that Ue : G→ Matd(R) is continuous precisely when the action
of G on M is continuous, and that in such cases g 7→ Ue(g)

−1 is also continuous as a
map G → Matd(R). (Beware that GLd(R) may not be a group under the subspace
topology from Matd(R); consider d = 1 and R an adele ring of a global field!)

(2) There is a natural way to topologize GLd(R) so that it is a topological group (recov-
ering the subspace topology when R× has continuous inversion with respect to the
subspace topology from R). The “bare hands” approach, which is rather artificial-
looking, is to observe that although GLd is not Zariski-closed in Matd (viewed as
affine R-schemes of finite type), GLd is Zariski-closed in Matd×Matd via the anti-
diagonal mapping g 7→ (g, g−1). So topologize GLd(R) using the subspace topology
from Matd(R)2 via the anti-diagonal map, and show it makes GLd(R) a topological
group. (In case you think that this construction is too ad hoc, see [16, §2] for a more
functorial approach.)

Prove that theG-action onM is continuous if and only if g 7→ Ue(g) is continuous as
a map G→ GLd(R). (Consequence for peace of mind: provided we have a 1-cocycle
algebraically, it is completely safe to use the topology of Matd(R) to track continuity
for Ue!) Conclude that the pointed set H1(G,GLd(R)) of continuous cohomology is
in a natural bijection, functorially in G and R!, with the set of isomorphism classes
of continuous semilinear representations of G on finite free R-modules of rank d. To
what isomorphism class does the trivial cohomology class correspond?
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(3) If H is a normal subgroup of G (with the subspace topology), construct and interpret
a left-exact sequence of pointed sets

1→ H1(G/H,GLd(R
H))→ H1(G,GLd(R))→ H1(H,GLd(R)).

(4) Take G = Gal(F ′/F ) for a Galois extension of fields and R = F ′ with the discrete
topology and the usual G-action (which is continuous!). Using Galois descent for
vector spaces (as in (2.4.3)), infer that H1(Gal(F ′/F ),GLd(F

′)) = {1}. Can you
adapt the above arguments to work with GLd replaced by Sp2d? Or SLd? Or GSp2d?
(Don’t forget that R× may not be a group for the subspace topology of R.)

Exercise 14.4.2. In the ring-theoretic input to the Tate–Sen formalism, prove that if p 6= 0

in Λ̃ then Λ̃ is Zp-flat and the multiplication map p : Λ̃ → Λ̃ is a topological embedding.
Using completeness, show it is even a closed embedding.

This ensures that being a multiple of a specified power of p is a closed condition on Λ̃ (a

triviality when p = 0 in Λ̃). It is a property that is used all the time without comment when
working with various kinds of p-adic rings and dividing by p in the formation of limits.

Exercise 14.4.3. Verify the following properties of vΛ on Matd(Λ̃) (from Definition 14.1.1)
for any d > 1.

(1) Prove that vΛ on Matd(Λ̃) satisfies analogues of the axioms (1)–(4) for vΛ on Λ̃ (the
case d = 1), as well as the completeness axiom and the continuity and “isometry”
axioms for the G0-action through matrix entries. (Beware that we do not claim that

GLd(Λ̃) with its subspace topology is a topological group, as in the case d = 1 this
might fail. Compare with the case of adele rings of global fields.)

(2) ConsiderM ∈ GLd(Λ̃) for which vΛ(1−M) > 0. Prove that vΛ(M) = 0,M ∈ GLd(Λ̃),
and vΛ(1−M−1) = vΛ(1−M). (Hint: consider the infinite series

∑
n>0(1−M)n.)

Exercise 14.4.4. Let F be a field complete with respect to a nontrivial discrete valuation,
and let F ′/F be a Galois extension (with possibly infinite degree). Let {F ′

i} be a directed
system of subfields of F ′ Galois over F with F ′ = ∪F ′

i .

(1) Prove that the limit lim−→H1(Gal(F ′/F ),GLd(F
′
i )) (using continuous cochains, as al-

ways) is identified with the set of isomorphism classes of continuous semilinear d-
dimensional representation spaces W ′ of Gal(F ′/F ) over F ′ with the property that
the Gal(F ′/F )-action on W is defined over some F ′

i (i.e., W ′ = F ′ ⊗F ′

i
W ′
i for some

d-dimensional continuous semilinear representation space W ′
i over F ′

i for Gal(F ′/F )).
(2) Deduce that the map lim−→H1(Gal(F ′/F ),GLd(F

′
i ))→ H1(Gal(F ′/F ),GLd(F

′)) is in-
jective.

(3) Assume that there are only countably many F ′
i . Use the Baire category theorem (!)

to prove that for any profinite group G, a continuous 1-cocycle G → GLd(F
′) has

image contained in some GLd(F
′
i ). (Hint: by continuity the image of a continuous

1-cocycle is compact.) Deduce that the map in (2) is also surjective.
(4) As an example of the preceding part, prove that a continuous homomorphism Γ →

GLn(Qp) from a profinite group Γ lands in GLn(K) for some finite extension K/Qp.
Using Γ = Zp and s 7→ xs for suitable x ∈ 1 + pOCp, show that this conclusion fails

if we replace Qp with Cp.
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(5) Let L ⊆ F ′ be a subfield containing F such that F ′/L is finite (necessarily Galois)
and L/F is Galois. Using the vanishing of the pointed set H1(Gal(F ′/L),GLd(F

′))
(Galois descent!), deduce that the inflation map

H1(Gal(L/F ),GLd(L))→ H1(Gal(F ′/F ),GLd(F
′))

is bijective. In other words, we can replace F ′ by any such L that we please (but we
cannot go all the way down to ∩L = F ; this H1 is generally very nontrivial, as we
shall see in Sen’s situation).

15. p-adic representations and formal linear differential equations

The “classical” Sen theory is the following setup. Let ψ : GK → Z×
p be an infinitely rami-

fied character, K∞/K its splitting field, Γ = Gal(K∞/K), and H = GK∞
. Finally, as usual,

let Kn = ker(ψ mod pn). We have checked in §14.1 that this situation satisfies the Tate–Sen
axioms, and now we shall deduce two kinds of consequences: a descent and decompletion
result that sets up an equivalence between RepCK

(GK) and RepK∞
(ΓK), and the theory of

the Sen operator (which generalizes the Hodge–Tate decomposition to arbitrary continuous
finite-dimensional CK-semilinear representations of GK , and provides a link between p-adic
representations and p-adic differential equations).

15.1. Classical Sen theory. The first step toward a functorial theory of descent and de-
completion for CK-semilinear representations of GK is to work at the level of isomorphism
classes of objects:

Theorem 15.1.1. The natural inflation map H1
(
Γ,GLd(K∞)

)
→ H1

(
GK ,GLd(CK)

)
is

bijective for all d > 1.

Proof. By Theorem 14.2.8, the natural map

lim−→
L

lim−→
n

(
Gal(L∞/K),GLd(Ln)

)
→ H1

(
GK ,GLd(CK)

)

is bijective (with L running over the finite Galois extensions of K inside of K). Exercise
14.4.4 identifies the left side with H1(Γ,GLd(K∞)) compatibly with inflation maps. �

A more precise version of Theorem 15.1.1 is:

Theorem 15.1.2. Let W be a continuous semilinear CK-representation of GK of dimension
d > 1. There exists a unique GK-stable d-dimensional K∞-subspace DSen(W ) in W on which
H acts trivially and for which CK ⊗K∞

DSen(W ) = W (i.e., a K∞-basis of DSen(W ) is a
CK-basis of W ).

Moreover, WH = K̂∞ ⊗K∞
DSen(W ) and DSen(W ) descends to a continuous semilinear

representation of Γ over some Kn. In particular, DSen(W ) ∈ RepK∞
(Γ).

Observe that DSen(W ) depends on the subfield K∞/K inside of K, but not on the specific
infinitely ramified character ψ : GK → Z×

p for which it is the splitting field.

Proof. By Theorem 15.1.1 there exists a d-dimensional D ∈ RepK∞
(Γ) for which there is an

isomorphism CK ⊗K∞
D ≃ W in RepCK

(GK) (where GK acts on D through its quotient
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Γ). In particular, since H acts trivially on K∞ and on D, we may use a K∞-basis of D to
compute

WH = CH
K ⊗K∞

D = K̂∞ ⊗K∞
D

(with CH
K = K̂∞ by Proposition 2.1.2).

Observe also that if D′ is a d-dimensional K∞-subspace of W on which H acts trivially
and for which the natural map CK ⊗K∞

D′ →W is an isomorphism then a K∞-basis of D′

is a CK-basis of W . Hence, in such cases the subspace topology on D′ from W is its natural
topology as a finite-dimensional K∞-vector space (as K∞ gets its valuation topology as the
subspace topology from CK). It therefore follows from the continuity of the CK-semilinear
action of GK on W that the K∞-semilinear action by Γ = GK/H on D′ is continuous for
the K∞-linear topology on D′. In other words, necessarily D′ ∈ RepK∞

(Γ).
It remains to show that if D1, D2 ∈ RepK∞

(Γ) satisfy CK ⊗K∞
Di = W then D1 = D2

inside of W . To descend the equality, we first note that it suffices to descend it to an
equality M ⊗K∞

D1 = M ⊗K∞
D2 inside of W for some finite Galois extension M/K∞ inside

of CK . Indeed, if we can prove such a descent then equivariance with respect to the action
of the finite quotient Gal(M/K∞) of GK∞

= H implies that an equality of K∞-subspaces
of Gal(M/K∞)-invariant elements. But such invariant points in L∞ ⊗K∞

Di are exactly the
elements in Di. Since any such M/K∞ has the form L∞/K∞ where L/K is finite Galois, we
may replace GK with any open normal subgroup (perhaps depending on D1 and D2).

The 1-cocycles describing the GK-action on W relative to the CK-bases arising from K∞-
bases of the Di’s are continuous, and so on a sufficiently small open normal subgroup of GK

these 1-cocycles can be made as uniformly close to 1 as we please. Hence, by replacing GK

with a sufficiently small open normal subgroup we can arrange that both 1-cocycles (arising
from D1 and D2) satisfying the hypothesis “v(Ug−1) > c for all g ∈ GK” in Theorem 14.2.9
(applied in Sen’s situation). The strong form of the uniqueness in that result then says that
D1 = D2 inside of W , as desired. �

Although we have not yet shown that DSen is functorial, we can establish some elementary
properties as if it were a good functor. The third of these properties will useful in the proof
of functoriality.

Lemma 15.1.3. Choose W1,W2 ∈ RepCK
(GK) and let Di = DSen(Wi) ∈ RepK∞

(Γ) as a
GK-stable K∞-subspace of Wi. For any D ∈ RepK∞

(Γ) let DCK
denote the corresponding

scalar extension CK ⊗K∞
D in RepGK

(CK). We have the following equalities:

• DSen(W1 ⊕W2) = D1 ⊕D2 inside of W1 ⊕W2 = (D1 ⊕D2)CK
,

• DSen(W1 ⊗CK
W2) = D1 ⊗K∞

D2 inside of W1 ⊗CK
W2 = (D1 ⊗K∞

D2)CK
.

• DSen(HomCK
(W1,W2)) = HomK∞

(D1, D2) inside of the common CK-vector space
HomCK

(W1,W2) = HomK∞
(D1, D2)CK

,

Proof. In each case, if we let D denote the right side of the desired equality then there is
a natural CK-linear GK-equivariant identification of DCK

(using Γ-action on D) with the
object W ∈ RepCK

(GK) for which the left side is written as DSen(W ). The uniqueness in
Theorem 15.1.2 therefore implies that under this identification D = DSen(W ). �
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In the case of Hom-spaces, the identification in the lemma says exactly that the natural
K̂∞-linear Γ-equivariant map
(15.1.1)

K̂∞ ⊗K∞
HomK∞

(DSen(W1),DSen(W2))→ HomCK
(W1,W2)

H = HomCK [H](W1,W2)

defined by a⊗T 7→ (c⊗w1 7→ ac⊗T (w1)) is an isomorphism. Now pass to the Γ-invariants on
both sides. On the right side we get the K-vector space HomCK [GK ](W1,W2). On the left side

get the K-vector space of Γ-invariants in K̂∞ ⊗K∞
HomK∞

(D1, D2), where Di = DSen(Wi).
This space of Γ-invariants certainly contains HomK∞[Γ](D1, D2), but is it any bigger? If not,
then we will have established that DSen is actually functorial, and even fully faithful as such.
More generally, we have:

Proposition 15.1.4. For any D ∈ RepK∞
(Γ), (K̂∞ ⊗K∞

D)Γ = DΓ. In particular, DSen is
a fully faithful functor from RepCK

(GK) to RepK∞
(Γ).

Proof. Let e = {e1, . . . , ed} be a K∞-basis of D, and consider x ∈ (K̂∞ ⊗K∞
D)Γ. Thus,

x =
∑
xiei with xi ∈ K̂∞, so the column vector ~x of xi’s in K̂d

∞ satisfies Uγ · γ(~x) = ~x
for all γ ∈ Γ. By replacing K with KN for a sufficiently large N , we can arrange that
v(U−1

γ − 1) > c3 for all γ ∈ Γ. Thus, we can apply Lemma 14.2.3 with U1 = U−1
γ and U2 = 1

to get that ~x ∈ Kd
n for some n > 1. Hence, xi ∈ K∞ for all i, so x ∈ D as desired. �

The following theorem is an important generalization of Proposition 15.1.4, and it gives a
Galois-theoretic characterization of the “decompletion” D inside of K̂∞ ⊗K∞

D.

Theorem 15.1.5. For any D ∈ RepK∞
(Γ), D is the K∞-subspace of points x ∈ D̂ whose

Γ-orbit has K-span with finite K-dimension.

Proof. We first check that all Γ-orbits in D have K-span with finite K-dimension. We
may assume D 6= 0 and consider the Γ-orbit of a nonzero x ∈ D. We choose a K∞-basis
{x = e1, . . . , ed}. The Γ-action on D is described relative to this basis by a continuous
1-cocycle U : Γ→′ GLd(K∞). By Exercise 14.4.1, this lands in GLd(Kn) for some n. Hence,
the Kn-span of the ei’s is Γ-stable, and so this is a finite-dimensional K-subspace of D
containing the Γ-orbit of x = e1.

It remains to show that any point in D̂ whose Γ-orbit has finite-dimensional K-span must
lie in D. To prove this it is harmless to replace K with any Kn and Γ with the corresponding
open subgroup. In particular, we can arrange that Γ ≃ Zp. Pick a K∞-basis e = {ei} of D,

so it is also a K̂∞-basis of D̂. As we have seen above, the Γ-action on the ei’s is described
by matrices in GLd(Kn) for some n, and so by replacing K with such a Kn we may assume
that the 1-cocycle is valued in GLd(K).

For any x ∈ D̂, consider the unique expansion x =
∑
ciei with ci ∈ K̂∞. For any γ ∈ Γ

we have γ(ei) =
∑
uji(γ)ei with (uij(γ)) ∈ GLd(K), so

γ(x) =
∑

γ(ci)γ(ei) =
∑

j

(∑

i

uji(γ) · γ(ci)
)
ej .
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Hence, the γ(ci)’s are a K-linear combination of the e-coefficients of γ(x). In particular, the
Γ-orbit of the e-coefficients of x is contained in the K-span of the e-coefficients of the points
in the Γ-orbit of x.

Now assume that the Γ-orbit of x has finite-dimensional K-span D0 inside of D̂. We aim
to prove that in such cases, all ci lie in K∞ (as then x ∈

∑
K∞ei = D, as desired). The first

step is to show that these coefficients satisfy the finiteness hypothesis relative to K̂∞ that x

does relative to D̂; that is, we will reduce our problem to the special case D = K∞.
The e-coefficients of all points in D0 are collectively contained in a finite-dimensional K-

subspace of K̂∞ (namely, contained in the K-span of the e-coefficients of a K-basis of D0).
In particular, the e-coefficients of all of the points γ(x) (as we vary γ ∈ Γ) are contained in

a finite-dimensional K-subspace of K̂∞. But we have already seen that the Γ-orbit of each
ci is in the K-span of the e-coefficients of all points γ(x). Hence, the Γ-orbit of each ci has

finite-dimensional K-span inside of K̂∞.
We have now reduced ourselves to the special case D = K∞. Since the K-span of the

Γ-orbit of a point in K̂∞ is visibly Γ-stable, it is equivalent to prove that any Γ-stable

K-subspace W ⊆ K̂∞ with finite K-dimension is contained in K∞. (This property makes
sense without requiring as we do that Γ is 1-dimensional as a p-adic Lie group, but Tate
gave counterexamples in such wider generality with K∞/K replaced with Galois extensions

M/K for which Gal(M/K) is a higher-dimensional p-adic Lie group.) Since K̂∞ ∩K = K∞

(Exercise 2.5.1), it suffices to prove that all elements of W are algebraic over K.
Recall that we arranged Γ ≃ Zp, so it has a topological generator γ0. This acts on W

over K with some characteristic polynomial that splits over a finite Galois extension K ′/K

inside of K. Observe that γ0 preserves K ′W = image(K ′ ⊗K W → K ′K̂∞ = K̂ ′
∞) inside of

K̂ ′
∞, though it generally does not act K ′-linearly. But consider the situation after replacing

K with K ′, K∞ with K ′
∞, W with K ′W , and Γ with the corresponding open subgroup

(identified with Gal(K ′
∞/K

′)) which leaves all elements of K ′ invariant. In this case γ0 is

replaced with some γp
r

0 , and since K ′W is spanned over K ′ by W we see that the eigenvalues

of γp
r

0 viewed as a K ′-linear endomorphism of K ′W are GK-conjugates of the pr-powers of
the eigenvalues of γ0 on W . In particular, by replacing K with K ′ in this way (which is
harmless for the purposes of the algebraicity property that we need to establish) we are
reduced to the case when γ0 acts with a full set of eigenvalues in K×.

Let w ∈W be an eigenvector for the γ0-action, say with corresponding eigenvalue λ. Since
γp

a

0 → 1 in Γ as a→ +∞, by continuity of the Γ-action on K̂∞ we get γp
a

0 w → w. That is,

λp
a
w → w. Since w 6= 0, multiplying by 1/w on K̂∞ gives λp

a → 1 in K̂∞ and hence in K.
We conclude that λ ∈ 1 + mK . By Lemma 14.1.9, all eigenvalues λ of γ0 on W are p-power

roots of unity (as otherwise γ0− λ acts injectively on K̂∞). Thus, there is an r so large that

λp
r

= 1 for all eigenvalues λ of γ0. By replacing K with Kr and γ0 with γp
r

0 , we are brought
to the case when γ0 has all eigenvalues on W equal to 1. That is, γ0 − 1 is a nilpotent

operator on W . But by (TS3), γ0 − 1 acting on K̂∞ = K ⊕X has γ0 − 1 acting invertibly
on X and of course as 0 on K. We conclude that the only vectors on which γ0 − 1 acts in a
nilpotent manner are those of K, so W ⊆ K. (Note that the current K is a finite extension
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of the original one, so we have not proved anything stronger than initially expected.) This
completes the proof of Theorem 15.1.5. �

Corollary 15.1.6. The functor DSen : RepCK
(GK) → RepK∞

(Γ) is an equivalence of cate-
gories, quasi-inverse to CK ⊗K∞

(·). Likewise, the functor of H-invariants is an equivalence
RepCK

(GK)→ Rep bK∞
(Γ), quasi-inverse to CK ⊗ bK∞

(·).
Proof. Combining Theorem 15.1.5 and the discussion following Lemma 15.1.3, we have seen
that DSen makes sense as a functor and is fully faithful. By construction it inverts the scalar
extension functor, and by Theorem 15.1.2 it is essentially surjective. Theorem 15.1.2 likewise
gives that W = CK ⊗ bK∞

WH for any W ∈ RepCK
(GK), and Proposition 2.1.2 gives that for

any D̂ ∈ Rep bK∞
(Γ) we have

(CK ⊗ bK∞
D̂)H = CH

K ⊗ bK∞
D̂ = D̂.

This establishes the other equivalence. �

To get a deeper understanding of the Γ-action on general objects D in RepK∞
(Γ), the

main tool is the Sen operator. It is the focus of the following result, and will depend in a
mild manner on the specific ψ : GK → Z×

p that we used at the start.

Theorem 15.1.7 (Sen). For eachD ∈ RepK∞
(Γ) there is a unique K∞-linear endomorphism

ΘD = ΘD,Sen on D such that for all x ∈ D we have

(15.1.2) γ(x) = exp
(
log(ψ(γ)) ·ΘD,Sen

)
(x)

for all γ in an open subgroup Γx of Γ.

Remark 15.1.8. Before we prove the theorem, it will be helpful to make several remarks on
what the theorem means.

(1) It may look like a semilinear K∞-analogue of Grothendieck’s Theorem 8.2.4 in the
ℓ-adic case, but it really is not since (i) ΘD,Sen is not a nilpotent operator, (ii) (15.1.2)
only holds for γ in a neighborhood of 1 depending on x.. If D were a linear repre-
sentation space rather a semilinear one over K∞ then the formula (15.1.2) with the
factor logψ(γ) removed would reflect nothing more or less than the fact that Γ is a
1-dimensional p-adic Lie group (so the mapping Γ → GL(D) would be its own “1-
parameter subgroup”, up to the fact that the coefficient field K∞ is not complete).
The interesting thing is that we can get such a formula even though the action is just
semilinear.

(2) It may initially seem that the formulas for γ(cx) and γ(x) are inconsistent for x ∈ D
and c ∈ K∞, as the right side depends K∞-linearly on x whereas the left side is
merely Γ-semilinear. But recall that (15.1.2) is only valid for γ in a neighborhood of
1 depending on x. For any particular c ∈ K∞ we have c ∈ Kn for some large n, or in
other words γ(c) = c if we take γ near enough to 1 in Γ.

(3) Next, we address the meaning of exp(cT ) as in the statement of the result (with
c ∈ K∞ and T : D → D a linear self-map). First of all, if we pick a K∞-basis of D
then the matrix for T involves only finitely many elements of K∞, so they all occur in
some Kn and hence the convergence issues really take place over the field Kn which
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has the virtue (unlike K∞!) of being complete. Hence, the convergence aspect is
insensitive to the fact that K∞ is not complete. But does convergence make sense
even at the level of some Kn-model for the situation?

Over a p-adic field (or really any complete non-archimedean extension field over
Qp) the p-adic exponential on endomorphisms of a finite-dimensional vector space
D has finite (positive) radius of convergence near 0, so for any linear endomorphism
T of D if we take γ sufficiently near to 1 (depending on T ) then log(ψ(γ))T can be
made as close as we wish to 0. Thus, exp(log(ψ(γ))T ) always makes sense for γ close
to 1, depending on T . (This is not the only reason why Γx depending on x intervenes
in the theorem, as the proof will show.)

Now that we have parsed the meaningfulness of the theorem, we are ready to prove it.

Proof. First we check uniqueness. In general, if T, T ′ : D ⇉ D are linear endomorphisms
and exp(logψ(γ) · T ) = exp(logψ(γ) · T ′) for all γ ∈ Γ sufficiently near to 1, then we claim
that T = T ′. To see this, we observe that for γ near enough to 1 (depending on T and
T ′) this common exponential is as close to 1 as we please. Hence, for such γ we can apply
the p-adic logarithm; as with the exponential, there are no convergence problems despite
working over the non-complete field K∞ since the relevant calculations all occur over some
Kn with n sufficiently large. This gives logψ(γ) ·T = logψ(γ) ·T ′ for all γ sufficiently near to
1 in Γ, and choosing such γ for which ψ(γ) 6= 1 but ψ(γ) is near to 1 (e.g., ψ(γ) ≡ 1 mod p2)
ensures that logψ(γ) 6= 0. Thus, T = T ′. The proves uniqueness.

Now we prove existence of the Sen operator. Pick a K∞-basis e = (e1, . . . , ed) of D, and
let U : Γ → GLd(K∞) be the continuous 1-cocycle describing the action of Γ relative to e.
By Exercise 14.4.4(3), U has image contained in GLd(Kn) for some n. Also, by continuity of
the 1-cocycle, for γ ∈ Γ sufficiently near 1 we have v(Uγ − 1) > c > 0 with a fixed constant
c (e.g., c = 1). Consider such γ with n(γ) > n; i.e., γ acts trivially on Kn. This cuts out
an open subgroup Γ′ in Γ acting trivially on Kn, and by shrinking Γ′ some more we may
arrange that also Γ′ ≃ Zp. On this open subgroup subgroup the 1-cocycle condition becomes
Uγ1γ2 = Uγ1Uγ2 in GLd(Kn) for all γ1, γ2 ∈ Γ′, so γ 7→ Uγ is a continuous linear representation
of Γ′ over Kn . In particular, if x =

∑
ciei with all ci ∈ Kn then for all γ ∈ Γ′ the point

γ(x) =
∑
ciγ(ei) has e-coordinates Uγ(c) where c = (c1, . . . , cd) ∈ Kd

n.
For γ ∈ Γ′, the sum

log(Uγ) :=
∑

m>1

(−1)m−1

m
(Uγ − 1)m ∈ GLd(Kn)

converges and depends continuously on γ since U is a continuous map and v(Uγ − 1) is
uniformly bounded away from 0 on Γ′. It is easy to check that log(Uγγ′) = log(Uγ)+ log(Uγ′)
for all γ, γ′ ∈ Γ′, so in particular log(Uγn) = n log(Uγ) for any γ ∈ Γ′ and n ∈ Z. But we
also have log(ψ(γn)) = n log(ψ(γ)) for any γ ∈ Γ′ and n ∈ Z. Hence, if we pick a topological
generator γ0 of Γ′ ≃ Zp then for any nonzero n ∈ Z we have log(ψ(γn0 )) 6= 0 and the ratio
log(Uγn

0
)/ log(ψ(γn0 )) is independent of n. That is, the continuous map Γ′−{1} → GLd(Kn)

defined by γ 7→ log(Uγ)/ log(ψ(γ)) is constant on the dense subset of γn0 ’s with n ∈ Z− {0},
whence it is constant. (Note that log(ψ(γ)) 6= 0 for any γ ∈ Γ′ − {1}.)
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We have proved that it is well-posed to define

ΘSen,D =
log(Uγ)

log(ψ(γ))
∈ Matd(Kn) ⊆ Matd(K∞)

for any γ ∈ Γ′ − {1}. We then have

log(Uγ) = log(ψ(γ)) ·ΘSen,D

for all γ ∈ Γ′, even γ = 1 (since U1 = 1 by the cocycle relation). By shrinking Γ′ a bit
more in order that exponentiation of both sides makes sense and exp(log(Uγ)) = Uγ , we get
Uγ = exp(log(ψ(γ)) ·ΘSen,D) in Matd(Kn). For any x ∈∑iKnei, applying Uγ to the vector
of e-coordinates of x in Kn yields the e-coordinates of γ(x). In more intrinsic terms, we have
prove (15.1.2) for all x ∈

∑
Knei. To handle x ∈

∑
Kmei for m > n we simply shrink Γ′

some more so that it acts trivially on the Km coefficients. This gives Γx depending on x, as
each specific x ∈ D =

∑
K∞ei lies in

∑
Kmei for some large m > n (depending on x and

the choice of e). This proves the existence. �

Fix x ∈ D, and view the formula (15.1.2) as an identity of continuous maps Γx → D. By
differentiating it at γ = 1 we arrive at the formula

(15.1.3) ΘSen,D(x) = lim
γ→1

γ(x)− x
log(ψ(γ))

in D. (It is not obvious a-priori that this limit exists.) This formula also makes explicit how
the Sen operator changes if we change the initial choice of ψ (the effect is a constant scaling);
the notation ΘSen,D,ψ would be more accurate (though ψ is fixed throughout Sen’s theory).
The traditional case is to take K∞ = K(µp∞) and ψ to be the p-adic cyclotomic character.

Remark 15.1.9. In view of the property in Theorem 15.1.7 that uniquely characterizes the
Sen operator, or by using (15.1.3), this operator is unaffected by replacing K with a finite
extension L inside of K (and replacing D with L⊗K D, due to Exercise 15.5.2).

Corollary 15.1.10. For D ∈ RepK∞
(Γ), the K∞-linear operator ΘD = ΘSen,D satisfies the

following properties.

(1) The operator ΘD is Γ-equivariant, and it is functorial in D. In particular, its char-
acteristic polynomial has coefficients in K.

(2) The kernel ker ΘD is equal to K∞⊗KDΓ and consists of precisely those x ∈ D whose
Γ-orbit is finite (i.e., it is the maximal K∞-subspace of D on which the Γ-action is
discrete). In particular, ΘD is an isomorphism if and only if DΓ = 0, ΘD = 0 if and
only if D has discrete Γ-action, and dimK D

Γ 6 dimK∞
D with equality if and only

if ΘD is an isomorphism.

Proof. Since Γ is commutative, the Γ-equivariance of ΘD follows from (15.1.3). The functo-
riality follows from (15.1.3) as well.

Now we consider (2). First observe that since Γ acts on K∞ with finite orbits, we can
see just from definitions that the set of x ∈ D with a finite Γ-orbit is a K∞-subspace. By
continuity of the Γ-action on D, a point x ∈ D has a finite Γ-orbit if and only if an open
subgroup of Γ fixes x. Equivalently, x has a finite Γ-orbit if and only if for all γ ∈ Γ
sufficiently near 1 (and at least requiring γ ∈ Γx), exp(log(ψ(γ))ΘD)(x) = x. If ΘD(x) = 0
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then this latter identity certainly holds for all γ ∈ Γx. Conversely, consider x ∈ D with a
finite Γ-orbit. We have γ(x) = x for all γ ∈ Γx that are sufficiently near to 1, so by the limit
formula (15.1.3) we see ΘD(x) = 0.

We have shown that D′ := ker ΘD is the K∞-subspace of vectors with discrete Γ-action.
In particular, it contains the K-subspace DΓ, so D′Γ = DΓ. But in view of the discreteness
of the semilinear action of Γ = Gal(K∞/K) on D′, we can apply classical Galois descent to

conclude that D′ = K∞ ⊗K D′Γ. �

Here is an analogue for ΘSen of the compatibility properties in Lemma 15.1.3 for DSen.
The formulas are exactly as in the theory of Lie algebra representations, which makes sense
since (15.1.2) shows that the Sen operator is like a derivative at γ = 1 for a representation.

Lemma 15.1.11. For D1, D2 ∈ RepK∞
(Γ), the Sen operators on D1⊕D2, D1⊗K∞

D2, and
HomK∞

(D1, D2) are respectively given by:

• ΘD1⊕D2 = ΘD1 ⊕ΘD2,
• ΘD1⊗D2 = ΘD1 ⊗ 1 + 1⊗ΘD2,
• ΘHom(D1,D2)(T ) = ΘD2 ◦ T − T ◦ΘD1. In particular, ΘD∨(ℓ) = −ℓ ◦ΘD = −Θ∨

D(ℓ).

Proof. In view of the unique characterization, in all cases it suffices to check that the right
side “works”. The cases of direct sums and tensor products therefore go exactly as in the
calculation of ℓ-adic monodromy in the discussion following Definition 8.2.5. To handle
Hom(D1, D2), the isomorphism Hom(D1, D2) ≃ D2 ⊗ D∨

1 reduces this to the case of duals.
Finally, to prove Θ∨

D is the Sen operator on D∨ we again argue as in the case of ℓ-adic
monodromy. �

It is natural to ask how much information is lost by passing from an object D ∈ RepK∞
(Γ)

to the associated pair (D,ΘD) in the category SK∞
consisting of a finite-dimensional K∞-

vector spaces equipped with a linear endomorphism (i.e., the category of K∞[X]-modules
with finite K∞-dimension). There are nontrivial constraints on the possibilities for ΘD

(e.g., its characteristic polynomial must have coefficients in K), so this functor is not essen-
tially surjective in general (but see [40, §2.5] for a description of the essential image when
k is algebraically closed). This functor RepK∞

(Γ) → SK∞
also cannot be fully faithful

since Hom-modules in RepK∞
(Γ) are merely K-vector spaces (due to the action of Γ being

K∞-semilinear rather than K-linear) whereas K∞ acts on everything in SK∞
. But this

discrepancy is easy to explain:

Proposition 15.1.12. For D1, D2 ∈ RepK∞
(Γ), the natural map

K∞ ⊗K HomRepK∞
(Γ)(D1, D2)→ HomSK∞

(
(D1,ΘSen,1), (D2,ΘSen,2)

)

is an isomorphism.

Proof. Consider D = HomK∞
(D1, D2) as an object in RepK∞

(Γ). By Lemma 15.1.11(3), this
map is K∞ ⊗K DΓ → ker(ΘD). Hence, it is an isomorphism by Corollary 15.1.10(2). �

Despite the functor D  (D,ΘD) not being fully faithful, it at least retains information
about isomorphism classes, as follows.
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Corollary 15.1.13. Objects D1, D2 ∈ RepK∞
(Γ) are isomorphic if and only if (D1,ΘD1)

and (D2,ΘD2) are isomorphic in SK∞
.

Proof. Functoriality of the Sen operator proves the “only if” direction. For the converse,
consider D = HomK∞

(D1, D2) as an object in RepK∞
(Γ) and assume that the (Di,ΘDi

)’s
are isomorphic (so dimD1 = dimD2). This says precisely that ker ΘD contains an element of
D that is a linear isomorphism. The condition that D1 and D2 be isomorphic is precisely the
condition that DΓ contains an element that is a linear isomorphism. By Corollary 15.1.10(2)
we have ker ΘD = K∞ ⊗K DΓ.

Our situation is now an instance of the following. Let F ′/F be an algebraic extension of
fields with F infinite (such as K∞/K), and let V ′

1 and V ′
2 be finite-dimensional vector spaces

over F ′ with the same dimension (such asD1 andD2 over K∞). Consider a finite-dimensional
F -subspace V inside of HomF ′(V ′

1 , V
′
2) such that V ′ := F ′⊗F V → HomF ′(V ′

1 , V
′
2) is injective

(e.g., DΓ inside of D). We wish to prove that if V ′ contains an F ′-linear isomorphism V ′
1 ≃ V ′

2

then V also contains a (possibly different) F ′-linear isomorphism. The basic idea is that the
isomorphism condition is a Zariski-open condition, and a non-empty Zariski-open locus in
an affine space over an infinite field always has a rational point.

To be more precise, by expressing F ′ as a direct limit of its finite subextensions over F , we
reduce to the case when [F ′ : F ] <∞. Now let V be the affine space over F corresponding
to V , so the base change V F ′ is related in the same way to V ′. Suppose there is given a
non-empty Zariski-open set U ′ in V ′ (e.g., the overlap of V ′ and the locus of isomorphisms,
in the motivating example). We want U ′(F ′) to contain a point which comes from V (F ).
Every non-empty Zariski-open locus in an affine space over an infinite field contains a rational
point, so it suffices to show that U ′ contains the preimage of a non-empty Zariski-open set
U in V . Equivalently, we want the proper Zariski-closed complement Z ′ = V F ′ − U ′ to
have non-dense image in V . This follows from dimension and irreducibility considerations,
applied to the natural map V F ′ → V .

�

We promised at the outset that the Sen operator would allow us to generalize Hodge–Tate
decompositions to arbitrary objects in RepCK

(GK). To see how this goes, look at Exercise
15.5.4.

15.2. Sen theory over B+
dR: the descent step. Now we prepare to recast the classical

Sen theory in a manner that will relate p-adic representations to p-adic linear differential
equations, and thereby give an entirely different way of characterizing the de Rham condition;
this is due to Fontaine [23, §3]. Briefly, we will replace CK in Sen’s work with B+

dR, essentially
recovering Sen’s theory as the t-torsion case (though it must be noted that Sen’s work over
CK = B+

dR /(t) will be essential for getting the B+
dR-version off the ground). The differential

equations we eventually get will be formal; we will work over formal power series and formal
Laurent series rings, rather than over an open disk or open punctured disk. In §16 we
will prove the “overconvergence” of p-adic representations, which says that these formal
differential equations really converge with positive radius.

The starting point is the observation from Remark 5.2.3 that a p-adic representation V
of GK is de Rham if and only if BdR ⊗Qp V viewed as a semilinear representation space
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for GK over BdR is identified with a ‘trivial” such object, namely Bn
dR (with n = dimV ).

If V is not de Rham then BdR ⊗Qp V is a rank-n finite free BdR-module equipped with a
semilinear GK-action, but it is not GK-equivariantly isomorphic to a direct sum of copies of
BdR. Thus, it is natural to ask what can be said about the general structure of semilinear
GK-representations on finite-dimensional BdR-vector spaces. The same question with CK

replacing BdR was the focus of Sen’s work in §15.1.
In the work of Tate and Sen, continuity conditions were essential. Unfortunately, BdR

has no evident topology compatible with the very useful one on B+
dR. Thus, we will study

continuous B+
dR-semilinear representations of GK . Another way to think about working with

B+
dR rather than BdR is that B+

dR is a complete discrete valuation ring with residue field CK ,
so working over B+

dR is akin to “lifting” Sen’s theory over CK up into Fontaine’s theory.
The proofs will show that this is exactly what happens: many proofs will rest on inductive
arguments for which the base of the induction is Sen’s work over CK .

For technical reasons, it will be convenient to consider B+
dR-semilinear representations of

GK on finitely generated B+
dR-modules that may not be free. Just as Sen’s work passed

between CK and K̂∞ via the formation of HK-invariants, we will now try to do the same
with B+

dR-coefficients and the subring L+
dR = (B+

dR)HK . Since we now wish to be in the
setting of interest for p-adic Hodge theory, Sen’s theory is of interest with the basic infinitely
ramified character ψ : GK → Z×

p in that theory taken to be the p-adic cyclotomic character
χ. Hence, in this section we work with the subfields

K∞ = K(µp∞), Kn = K(ζpn)

in K and the groups

ΓK = Gal(K∞/K), HK = GK∞
= ker(GK ։ ΓK).

Recall from Exercise 4.5.3 that B+
dR has an interesting topology defined via the identifi-

cation B+
dR = lim←−Bm, where Bm = W(R)[1/p]/ ker(θQ)m. Explicitly, in Exercise 4.5.3 we

topologized B+
dR using the inverse limit topology from the topology on the Bm’s defined by

a “decay of negative-degree Witt coordinates” topology on W(R)[1/p] (which made W(R) a
closed subring having its weak topology from Definition 13.5.4). It was also seen in Exercise
4.5.3 that the action of GK on B+

dR is continuous for this topology, the topology is complete
(with a countable base of open W(R)-submodules around 0), the residue field CK of B+

dR

gets its valuation topology as the quotient topology, and the multiplication map on B+
dR by

any uniformizer (e.g., t) is a closed embedding. Finally, we recall also from Lemma 4.4.10
that B+

dR has a canonical GK-equivariant structure of K-algebra (but recall from Remark
4.4.11 that the structure map from K is not continuous, wherereas the structure map is

continuous on any finite extension of K0 or K̂un
0 by Lemma 4.4.10).

Lemma 15.2.1. The ring of invariants L+
dR := (B+

dR)HK is a closed K∞-subalgebra of B+
dR

that is a complete discrete valuation ring with uniformizer t and residue field K̂∞ (equipped
with its valuation topology as the quotient topology). Moreover, the multiplication map t :
L+

dR → L+
dR is a closed embedding.

The topological ring L+
dR is separated and complete for its subspace topology from B+

dR.
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The proof of this lemma may seem longer than expected, but it is crucial to keep track of
the topological structures as we do in this lemma. Otherwise later considerations would run
into a brick wall.

Proof. By continuity of the action of GK on B+
dR we see that L+

dR is closed. It then follows
that L+

dR is separated and complete for it subspace topology, as this holds for B+
dR. By

definition this subring contains K
HK

= K∞, and since GK acts on t through the character χ
whose kernel is HK we see that t ∈ L+

dR. Since t is a uniformizer of B+
dR, it therefore follows

from the definition of L+
dR that an element of L+

dR is a non-unit if and only if it is in tL+
dR.

Thus, L+
dR is a discrete valuation ring with uniformizer t.

By the completeness of B+
dR as a discrete valuation ring, there is a unique local map

K∞[[T ]]→ B+
dR as K∞-algebras satisfying T 7→ t, and (in view of the ideal theory of K∞[[T ]])

it is injective. We may therefore identify K∞[[T ]] with a subring K∞[[t]]. (This subring is
canonical, though t is only canonical up to Z×

p -multiple.) By t-adic separatedness of B+
dR,

the subring K∞[[t]] is contained in L+
dR.

Since B+
dR is t-adically separated and complete, with its topology finer than the t-adic one,

the subring L+
dR that is closed for this finer topology is also closed for the t-adic topology.

That is, L+
dR is a complete discrete valuation ring. Since L+

dR is closed in B+
dR and the t-

multiplication map on B+
dR is a closed embedding, it follows that t-multiplication on L+

dR is
also a closed embedding.

It remains to show that L+
dR has residue field identified (topologically, using quotient

topology) with the subfield K̂∞ inside of the residue field CK of B+
dR. Note that it is harmless

to replace K with Kn for any single n, so we can arrange that K∞/K is a totally ramified
Zp-extension. The GK-equivariant projection map B+

dR ։ CK of W(k)[1/p]-algebras is a K-

algebra map due to how the K-algebra structure is defined, so it carries L+
dR into CHK

K = K̂∞

(Proposition 2.1.2). Hence, the residue field L+
dR/(t) is a subfield of K̂∞ containing K∞.

To show that L+
dR/(t) = K̂∞ as fields (setting aside the quotient topology aspect for a

moment), it suffices to show that L+
dR hits O bK∞

= ÔK∞
under θQ : B+

dR → CK . This

requires constructing “enough” elements in L+
dR. The theory of perfect norm fields will

provide what we need.
The subring W(RK∞

) inside of W(R) ⊆ B+
dR isHK-invariant and so is contained in L+

dR. By

HK-equivariance, the map θ : W(R) → OCK
carries W(RK∞

) into O
HK
CK

= O bK∞
. Moreover,

by Corollary 13.3.10 this map

(15.2.1) W(RK∞
)→ O bK∞

is surjective modulo aO bK∞
for some nonzero proper ideal a of some OKn. Since aN ⊆ pOKn

for some N > 1 and HK acts trivially on the copy of K∞ inside of B+
dR, by iterating the

surjectivity of (15.2.1) finitely many times we see that for some large n, the map

(15.2.2) OKn ·W(RK∞
)→ O bK∞

/(p)

is surjective. But OKn ·W(RK∞
) is identified with OKn ⊗W(k) W(RK∞

) due to Kn/K being
totally ramified and W (Frac(RK∞

)) having absolute ramification degree 1 over W(k). Thus,
OKn W(RK∞

) is p-adically separated and complete (here using that RK∞
is perfect). We
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may therefore use p-adic successive approximation with (15.2.1) to infer that OKn W(RK∞
)

is carried onto O bK∞
by θ. Since K∞ and W(RK∞

) are contained in (B+
dR)HK = L+

dR, we
finally get the required image

The preceding argument also shows that L+
dR → K̂∞ is an open mapping (when using the

valuation topology on K̂∞), so the quotient topology on the residue field K̂∞ of L+
dR is its

valuation topology. �

Exercise 13.7.9(4) applies to bothB+
dR and L+

dR as topologized discrete valuation rings (with

the finer topologies as discussed above that make their residue fields CK and K̂∞ acquire
the valuation topology as quotient topology) . Hence, finitely generated modules over these
rings admit a functorial Hausdorff topological module structure, and Exercise 13.7.9(5) shows
that these topologies are compatible with short exact sequences. It is important to check
the topological compatibility of inverse limits as well:

Lemma 15.2.2. Let N be a finitely generated module over the topologized complete discrete
valuation ring A ∈ {B+

dR,L
+
dR}, and endow N with its natural topology. Letting m denote the

maximal ideal of A, the natural continuous linear bijection

N → lim←−N/m
iN

is a homeomorphism.
Moreover, for each n > 1 the quotient topology on L+

dR/t
nL+

dR coincides with its subspace
topology from B+

dR/t
nB+

dR.

Proof. By Exercise 13.7.9(5), for the claim concerning inverse limits it suffices to treat the
case N = A. For A = B+

dR the desired compatibility expresses the definition of the topology
on B+

dR as an inverse limit. For A = L+
dR, the topological identification B+

dR = lim←−B
+
dR/t

nB+
dR

carries L+
dR over to lim←−L+

dR/t
nL+

dR. Hence, the problem comes down to the second part of the

lemma: checking that for each n > 1, the quotient topology on L+
dR/t

nL+
dR coincides with its

subspace topology from B+
dR/t

nB+
dR. The case n = 1 is part of Lemma 15.2.1.

In general we proceed by induction, so suppose the result is true for some n > 1. We can
characterize the two candidate topologies on L+

dR/(t
n+1) (not yet shown to be the same) in

terms of convergence of sequences, so suppose {xi} is a sequence in L+
dR/(t

n+1) that converges
to 0 in B+

dR /t
n+1B+

dR. We need to prove it conveges to 0 in L+
dR/t

n+1L+
dR with respect to the

natural (quotient) topology.
Consider the commutative diagram

0 // L+
dR/tL

+
dR

��

tn // L+
dR/t

n+1L+
dR

��

// L+
dR/t

nL+
dR

//

��

0

0 // B+
dR/tB

+
dR)

tn // B+
dR/t

n+1B+
dR

// B+
dR/t

nB+
dR

// 0

in which the outer vertical maps are topological embeddings (by induction) and the rows
are topologically exact. Since {xi} converges to 0 in the middle term along the bottom, it
does so in the lower-right term as well. But the right-most vertical map is a topological
embedding, so {xi mod tn} converges to 0 in L+

dR/t
nL+

dR with its quotient topology. Hence,
this lifts to a sequence {x′i} in L+

dR/t
n+1L+

dR that converges to 0.
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Since we aim to prove that xi → 0 in L+
dR/t

n+1L+
dR, it is harmless to replace xi with xi−x′i

to reduce to the case when {xi} comes from the upper left term in the diagram. But then
to check convergence to 0 within that term (which suffices for our needs), we can push the
problem into the lower left term of the diagram. This problem can be settled by checking in
the middle term along the bottom, where the convergence to 0 was our initial hypothesis. �

Definition 15.2.3. The category RepB+
dR

(GK) is the category of continuous semilinear rep-

resentations of GK on finitely generated B+
dR-modules. The category RepL+

dR
(ΓK) is defined

similarly.

We willcompare these categories; Sen’s equivalence RepCK
(GK) ≃ Rep bK∞

(ΓK) (without
the decompletion step) will be the comparison on t-torsion objects.

Proposition 15.2.4. For any W ∈ RepB+
dR

(GK), the L+
dR-module WHK is finitely generated

with a continuous ΓK-action for its natural topology as a finitely generated L+
dR-module, and

the natural B+
dR-linear map

(15.2.3) αW : B+
dR ⊗L+

dR
WHK →W

is an isomorphism. In particular, the rank and invariant factors of WHK over L+
dR coincide

with those of W over B+
dR.

Proof. We initially treat the case when W is a torsion B+
dR-module, and more general cases

will be inferred from the torsion case by passage to inverse limits. We will argue by induction
on the power of t killing W that (in the torsion case) the natural map αW is an isomorphism
and the continuous cohomology group H1(HK ,W ) vanishes. The overall method is similar
to the proof of completed unramified descent in Lemma 3.2.6, except that Hilbert 90 there
has to be replaced with results of Sen and Tate.

First suppose that tW = 0, which is to say that W ∈ RepCK
(GK). (Here we have used

crucially that CK gets its natural topology as the quotient topology of B+
dR; that is, the

topology put on W through its structure as a finitely-generated B+
dR-module matches its

natural topology as a finite-dimensional CK-vector space! This latter topology is what is
used to define the continuity condition for the GK-action on objects in RepCK

(GK).) In
this case the comparison map αW is the natural map CK ⊗ bK∞

WHK → W , and WHK =

K̂∞⊗K∞
DSen(W ) by Theorem 15.1.2. Thus, the comparison map is CK⊗K∞

DSen(W )→W ,
and this is an isomorphism by Theorem 15.1.2. The vanishing of H1(HK ,W ) is part of
Proposition 14.3.3.

For the general torsion case, we assume W is killed by tn+1 for some n > 1, with the result
known for tn-torsion objects. Consider the exact sequence

(15.2.4) 0→ tW →W →W/tW → 0

in RepB+
dR

(GK). Since the outer terms are killed by tn (as n > 1), by induction we have

H1(HK , tW ) = 0. Thus, by Exercise 2.5.3, the ΓK-equivariant sequence of L+
dR-modules

0→ (tW )HK →WHK → (W/tW )HK → 0
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is exact. In particular, this shows that WHK is finitely generated over L+
dR. We now have

the following B+
dR-linear diagram with exact rows:

0 // B+
dR⊗L+

dR
(tW )HK //

αtW

��

B+
dR⊗L+

dR
WHK //

αW

��

B+
dR⊗L+

dR
(W/tW )HK //

αW/tW

��

0

0 // tW // W // W/tW // 0

in which the top row is exact because the scalar extension L+
dR → B+

dR is flat (as it is an
injective map of discrete valuation rings). The maps αtW and αW/tW are isomorphisms by
induction, so αW is also an isomorphism. Moreover, since (15.2.4) is topologically exact
(especially the left term has the subspace topology from the middle term), we have the exact
sequence

H1(HK , tW )→ H1(HK ,W )→ H1(HK ,W/tW )

by Exercise 2.5.3. Hence, H1(HK ,W ) = 0 because H1(HK , tW ) = H1(HK ,W/tW ) = 0.
We have now settled the general torsion case, and in particular we note that the functor

of HK-invariants is exact on the category of torsion objects, due to either the H1-vanishing
established in that case or because we use the comparison isomorphismm αW for torsion W
and the faithful flatness of B+

dR over L+
dR (as it is a local extension of discrete valuation rings).

To establish the isomorphism result and finite generation of WHK over L+
dR in the general

case, since W is finitely generated over the complete discrete valuation ring B+
dR and the

map L+
dR → B+

dR is an injection between discrete valuation rings with a common uniformizer
(such as t), we can carry over the same argument building up from the torsion case as at the
end of the proof of Lemma 3.2.6 (beginning at (3.2.1)). �

Corollary 15.2.5. If W ∈ RepB+
dR

(GK) then the finite L+
dR-module WHK equipped with its

natural ΓK-action and natural L+
dR-module topology has continuous ΓK-action. The resulting

functor

RepB+
dR

(GK)→ RepL+
dR

(ΓK)

W  WHK

is an equivalence of categories. A quasi-inverse is given by X  B+
dR⊗L+

dR
X.

Proof. We saw in Proposition 15.2.4 that WHK is a finitely generated L+
dR-module, and that

the natural comparison morphism

αW : B+
dR ⊗L+

dR
WHK →W

is an isomorphism (recovering the inclusion of WHK into W ). But rather generally, from
Lemma 15.2.1 and Lemma 15.2.2 it follows (by passage to the case of cyclic modules) that for
any finitely generated L+

dR-module M , the natural continuous injective M → B+
dR⊗L+

dR
M is

a homeomorphism onto its image (using the natural topologies on finitely generated modules
over L+

dR and B+
dR). Hence, due to the B+

dR-linear isomorphism αW we see that the subspace
topology on WHK from W is its natural topology as a finitely generated L+

dR-module. The
continuity of the GK-action on W therefore implies the continuity of the ΓK-action on WHK

relative to the L+
dR-module topology on WHK , so the proposed functor indeed makes sense.
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Consider any X ∈ RepL+
dR

(ΓK). Then V := B+
dR ⊗L+

dR
X with its natural topology as

a finitely generated B+
dR-module has continuous GK-action (due to continuity of the GK-

actions on B+
dR and X, coupled with the description of the topology on X in terms of the

structure theorem for finitely generated L+
dR-modules). Hence, V ∈ RepB+

dR
(GK). Since

the HK-action on V leaves elements of X invariant, we get V HK = X by the definition of
L+

dR (and calculation relative to a cyclic module decomposition of X). Together with the
comparison isomorphism from Proposition 15.2.4, we have now shown that the functors in
both directions are quasi-inverse to each other. �

15.3. Sen theory over B+
dR: decompletion. Now we explain Fontaine’s B+

dR-version of
Sen’s decompletion process. Inspired by Theorem 15.1.5 we are led to the following definition.

Definition 15.3.1. For X ∈ RepL+
dR

(ΓK), if X is torsion (equivalently, killed by a power of

t) then define Xf to be the directed union of ΓK-stable finite-dimensional K-subspaces of X,
and give it the subspace topology from X. In general, define Xf = lim←−(X/tmX)f and give it
the subspace topology from X = lim←−X/t

mX. topologies.

Remark 15.3.2. Since X = lim←−X/t
mX topologically, by Lemma 15.2.2, the topology on Xf

in general is also the inverse limit topology from the (X/tmX)f ’s.

Note that if X is killed by tm then Xf is a K∞[t]/(tm)-module. Hence, in general Xf is a
K∞[[t]]-module, and so we may view X  Xf as a functor from RepL+

dR
(ΓK) to the category

of K∞[[t]]-modules. The subring K∞[[t]] ⊆ L+
dR is regarded as a decompletion, and we give it

the subspace topology from L+
dR. Since t is ambiguous only up to Z×

p -multiple, the topology
viewed on the abstract ring K∞[[T ]] is independent of the choice of t; we will not comment
on this again.

Exactly as in our analysis of the subspace topology on L+
dR from B+

dR in Lemma 15.2.1, we
get the following analogous result relating the topologies on L+

dR and K∞[[t]].

Lemma 15.3.3. The topological ring structure on K∞[[t]] makes the ΓK-action continuous,
t-multiplication a closed embedding, and the residue field K∞ have its valuation topology
the quotient topology. Moreover, on each K∞[[t]]/tmK∞[[t]] the quotient topology is the sub-
space topology from L+

dR/t
mL+

dR (equivalently, from B+
dR/t

mB+
dR), and when finitely generated

K∞[[t]]-modules are topologized in accordance with Exercise 13.7.9(4), (5) the conclusion of
Lemma 15.2.2 applies.

In particular, the identification K∞[[t]] ≃ lim←−K∞[[t]]/tmK∞[[t]] of K∞-algebras is a homeo-
morphism.

Example 15.3.4. Consider the unit object X = L+
dR in RepL+

dR
(ΓK). Then

(15.3.1) (X/tmX)f = (L+
dR/t

mL+
dR)f ⊇ K∞[[t]]/tmK∞[[t]],

and we claim that this containment is an equality. In particular, passing to the limit, we
would get Xf = K∞[[t]] with the subspace topology from L+

dR (equivalently, from B+
dR).

Form = 1, the assertion that (15.3.1) is an equality says exactly that (K̂∞)f
?
= K∞, a prop-

erty that was established in the proof of Theorem 15.1.5. In general we proceed by induction
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on m as follows. Granting the result for m > 1, we consider x ∈ (L+
dR/t

m+1L+
dR)f . By induc-

tion x mod tm ∈ K∞[[t]]]/tmK∞[[t]] inside of (L+
dR/t

mL+
dR)f . Thus, if x̂ ∈ K∞[t]/tm+1K∞[[t]]

is a lift of x mod tm then by replacing x with x − x̂ we are brought to the case x ∈
tmL+

dR/t
m+1L+

dR)f . Writing x = tmx0 with x0 ∈ L+
dR/tL

+
dR = K̂∞, since ΓK acts on t through

a Z×
p -valued character we see that tm-multiplication carries the ΓK-orbit of x0 bijectively

onto the ΓK-orbit of x. Thus, x0 ∈ (K̂∞)f = K∞, so the induction is complete.

Example 15.3.5. Consider a t-torsion X ∈ RepL+
dR

(ΓK), so equivalently X ∈ Rep bK∞
(ΓK).

(Note once again that there is no topological problem here, precisely because the quotient

topology on K̂∞ as the residue field of L+
dR is the valuation topology.) Let W = CK ⊗ bK∞

X
be the corresponding object in RepCK

(GK) under the equivalence in Corollary 15.1.6, so

X = WHK .
In such cases, by Theorem 15.1.2 and Theorem 15.1.5 we have Xf = DSen(W ), which is

finite-dimensional over K∞ with subspace topology equal to its natural topology as a finite-

dimensional K∞-vector space. Theorem 15.1.2 also gives that the natural map K̂∞⊗K∞
Xf →

X is an isomorphism.

In view of Lemma 15.3.3, we are motivated to make the following definition:

Definition 15.3.6. The category RepK∞[[t]](ΓK) consists of finitely generatedK∞[[t]]-modules
endowed with a semilinear action of ΓK that is continuous relative to the natural topology
on finitely generated K∞[[t]]-modules (as in Exercise 13.7.9(4),(5)) when K∞[[t]] is endowed
with the subspace topology from B+

dR.

This definition is not so nice, since we do not have a good way of describing the “de Rham”
topology on K∞[[t]] (acquired from how it sits in B+

dR) in more direct terms. For example,
we do not even understand a convenient way to describe the topology on the subfield of
constants K∞ acquired from B+

dR! (It is almost surely not the valuation topology.) The
reason we use this topology in the definition of RepK∞[[t]](ΓK) is that it is what we must
use to establish Fontaine’s lifting of Sen’s theory. But the good news is that we get the
same category of continuous representations if we use a more accessible “linear” topology
on K∞[[t]] that happens to also be what we must use when we make the link with formal
p-adic linear differential equations. The insensitivity of RepK∞[[t]](ΓK) to such a switch in
topologies on K∞[[t]] is the content of the following lemma.

Lemma 15.3.7. Let M be a finitely generated K∞[[t]]-module. Let τdR denote the topology
on M acquired from topologizing K∞[[t]] by its subspace topology from B+

dR, and let τcan denote
the topology on M acquired from topologizing K∞[[t]] with the product topology of the valuation
topology on K∞.

A K∞[[t]]-semilinear ΓK-action on M is continuous with respect to τcan if and only if it is
continuous with respect to τdR.

For t-torsion objects M thw two topologies coincide, but otherwise they seem to be in-
compatible in both directions (i.e., neither is finer than the other).

Proof. In both cases, the topologies are inverse limits of the topologies on M/trM (see
Lemma 15.3.3 for τdR), so we can assume that M is a K∞[[t]]/(tm)-module for some m > 1.
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The topology τcan is then the linear topology as a finite-dimensional vector space over the
valued field K∞ (so we shall call it the “linear topology”), whereas τdR is rather mysterious
but we have gained some understanding of its properties in our preceding work (so we shall
call it the “de Rham topology”).

Consider aK∞[[t]]/(tm)-semilinear action of ΓK onM . We must proved that it is continuous
for the de Rham topology if and only if it is continuous for the linear topology. We can assume
M 6= 0. The key point is that any such action descends to someKn, and both topologies agree
on every Kn. To make this precise, first choose a minimal generating set {x1, . . . , xd} for M
over K∞[[t]]/(tm); thus, M is a direct sum of cyclic modules (K∞[[t]]/(tmi)) · xi where (tmi) is
the annihilator ideal of xi (with 1 6 mi 6 m). For each n, let Mn := ⊕(Kn[[t]]/(t

mi)) · xi, so
this is a Kn[[t]]/(t

m)-descent of M in the sense that

(K∞[[t]]/(tm))⊗Kn[[t]]/(tm) Mn = M

for all n. We also have formulas γ(xj) =
∑
aijxi with aij ∈ K∞[[t]]/(tmi) that are unique (due

to the cyclic structure), so there is a large n0 such that aij ∈ Kn0 [[t]]/(t
mi) for the finitely

many (i, j)’s. Hence, the ΓK-action preserves Mn for all n > n0.
For n > n0, the continuity for the ΓK-action on M relative to the linear (resp. de Rham)

topology on M is equivalent to the same relative to the analogous topology on Mn (defined
by replacing K∞ with Kn everywhere), by adapting the proof of Lemma 15.2.2. Thus, it
suffices to prove that on Mn these topologies coincide. In view of the cyclic decomposition
of such an Mn, this problem reduces to the cyclic parts, so finally we are reduced to checking
that when Kn[[t]]/(t

m) is viewed inside of B+
dR/t

mB+
dR its subspace topology is its Kn-linear

topology. Since [Kn : K] is finite, so the Kn-linear topology is the K-linear topology, it
remains to recall the general fact that any finite-dimensional K-subspace of the topological
ring B+

dR/t
mB+

dR has its K-linear topology as the subspace topology (as the linear topology
is the unique Hausdroff topological vector space structure in the finite-dimensional case [7,
I, §3, Thm. 2]. �

Here is Fontaine’s lifting of Sen’s decompletion theory:

Theorem 15.3.8. For any X ∈ RepL+
dR

(ΓK), the K∞[[t]]-submodule Xf is finitely generated

with continuous ΓK-action for its natural topology as a finitely generated K∞[[t]]-module (so
Xf ∈ RepK∞[[t]](ΓK)). Moreover, the natural map

βX : L+
dR ⊗K∞[[t]] Xf → X

is an isomorphism.
In particular, Xf is dense in X and its natural K∞[[t]]-module topology coincides with its

subspace topology from X.

Since L+
dR is complete for its own topology, we view this proposition as saying that X is

“the completion” of Xf . We do not make a general intrinsic definition of completion in this
setting (nor will it be necessary to do so later).

Proof. Example 15.3.5 settles the t-torsion case (as βX is then exactly Sen’s isomorphism

K̂∞ ⊗K∞
DSen(W ) ≃WHK for W = CK ⊗ bK∞

X).
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Step 1: injectivity of βX (torsion case). We now prove that for a general torsion
X, the natural map βX is injective. The argument is by induction on the power of t that
kills X. F filtering with X ′ = tX and X ′′ = X/tX, by left-exactness of inverse limits we
have a left-exact sequence of K∞[[t]]-modules 0→ X ′

f → Xf → X ′′
f . By flatness of the scalar

extension K∞[[t]]→ L+
dR we get the following commutative diagram with exact rows:

0 // L+
dR ⊗K∞[[t]] X

′
f

//

βX′

��

L+
dR ⊗K∞[[t]] Xf

//

βX

��

L+
dR ⊗K∞[[t]] X

′′
f

βX′′

��
0 // X ′ // X // X ′′ // 0

Injectivity for βX′ and βX′′ then implies the same for βX , as required. Hence, for torsion
X we see that L+

dR ⊗K∞[[t]] Xf is a finitely generated L+
dR-module. But the scalar extension

K∞[[t]]→ L+
dR is a local injective map of discrete valuation rings, so it is faithfully flat. Hence,

the finite generatedness descends (Exercise 15.5.7), so Xf is finitely generated over K∞[[t]]
for any torsion object X ∈ RepL+

dR
(ΓK).

In view of the fact that we can describe the topologies on finitely generated modules over
the topologized discrete valuation rings K∞[[t]] and L+

dR in terms of any finite presentation,
it follows from the topological aspects of Example 15.3.4 that for torsion X the subspace
topology on Xf coincides with its natural topology as a finitely generated K∞[[t]]-module. In
particular, the natural ΓK-action onXf is continuous since continuity holds for the ΓK-action
on X. That is, Xf ∈ RepK∞[[t]](ΓK) when X is torsion.

Step 2: surjectivity of βX (torsion case). To complete our treatment of the torsion
case, it remains to show that the injective βX is an isomorphism for torsion X. We know
this when X is t-torsion, and once again we induct on the power of t that kills X. We will
need a technical cocycle lemma that replaces the role of the H1-vanishing ingredient which
was used in the proof of Proposition 15.2.4.

Since the t-torsion case is settled, we may assume X 6= 0 and that X is killed by tm+1 with
some m > 1 such that the comparison map is known to be an isomorphism in the tm-torsion
case. Consider the exact sequence

0→ X ′ → X → X ′′ → 0

in RepL+
dR

(ΓK) with X ′′ = X/tmX killed by tm and X ′ = tmX killed by t. In particular,

X ′ ∈ Rep bK∞
(ΓK). The maps βX′ and βX′′ are isomorphisms by induction, so a minimal

generating set {x1, . . . , xd} for X ′′
f over K∞[[t]] (i.e., a subset that lifts a basis of X ′′

f /tX
′′
f

over K∞) is also a minimal generating set for X ′′ = X/tmX over L+
dR. Hence, if we lift this to

a subset {x̂1, . . . , x̂d} of X we know that the x̂i’s are a minimal generating set of X over L+
dR

(as the quotient map X → X/tmX induces an isomorphism modulo t). If We fix a choice
of x̂i’s, and will use them to find another choice {x̂′i} that is also a minimal generating set
of Xf over K∞[[t]], thereby establishing the surjectivity of βX . To find the x̂′i’s we study the
ΓK-action (much as we used vanishing of higher ΓK-cohomology in the proof of Proposition
15.2.4).

Pick γ ∈ ΓK , so γ(x̂j) =
∑
aij x̂i for aij ∈ L+

dR/t
m+1L+

dR. Since

X = ⊕i(L+
dR/t

miL+
dR)x̂i
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with (tmi) the proper L+
dR-annihilator of x̂i in X, each aij is well-defined modulo tmi and

only matters modulo tmi . Also, the matrix A := (aij) ∈ Matd(L
+
dR/(t

m+1)) is invertible, as
such invertibility may be checked modulo t. In view of the uniqueness of the coefficients
modulo the appropriate annihilators, and the fact that the flat extension K∞[[t]] → L+

dR

commutes with the formation of annihilator ideals, since the xi’s are a minimal generating
set for the K∞[[t]]-structure X ′′

f of X ′′ = X/tmX, we can arrange that each aij mod tm lies
in K∞[[t]]/tmK∞[[t]]. In other words (since m > 1), we may assume A = A0 + tmA1 where

A0 ∈ GLd(K∞[[t]]/tm+1K∞[[t]]) and A1 ∈ Matd(K̂∞), with this K̂∞ being exactly the residue
field of L+

dR.
Let U = A mod t = A0 mod t ∈ GLd(K∞). This computes the γ-action on X/tX ∈

Rep bK∞
(ΓK) relative to the basis {xi mod tX}. In particular, it depends continuously on γ

because the ΓK-action on X/tX is continuous. Thus, by taking γ sufficiently close to 1 in
ΓK we may and do arrange that v(U − 1) > c3 and n(γ) > c3, where c3 is as in (TS3). We
also may and do arrange that γ is a topological generator of an open subgroup Zp inside of
ΓK ; fix this γ.

Step 3: cocycle arguments (torsion case). For B := 1 + tmM ∈ GLd(L
+
dR/t

m+1L+
dR)

with M ∈ Matd(K̂∞), consider the effect of applying B to the x̂i’s. The effect on the matrix
A describing the γ-action is to replace it with

B−1Aγ(B) = (1− tmM)A(1 + χ(γ)mtmγ(M))

= A− tm(MA− χ(γ)mAγ(M))

= A− tm(MU − χ(γ)mUγ(M))

in Matd(L
+
dR/t

m+1L+
dR). We want this to lie in GLd(K∞[[t]]/tm+1K∞[[t]]) for a suitable choice

of M , so we first find a more manageable expression for the multiplier against tm (which is

a matrix in Matd(K̂∞)) for general M .
Consider n > max(n(γ), n(GK)) large enough so that U ∈ GLd(Kn) (as we may do since

U ∈ GLd(K∞)). Hence, the matrix (1−RHK ,n)(A1) ·U−1 ∈ Matd(K̂∞) is killed entrywise by

the Kn-linear projector RHK ,n : K̂∞ → Kn, so we can apply Lemma 15.3.9 with V = U−1 to
get that

(1− RHK ,n)(A1) · U−1 = M ′ − χ(γ)mUγ(M ′)U−1

for some matrix M ′ ∈ Matd(K̂∞) with entries in the kernel of the projector RHK ,n. Multi-
plying on the right by U gives M ′U − χ(γ)mUγ(M ′) = (1− RHK ,n)(A1). Hence, if we take
such an M ′ as the choice for M in the above definition of B we arrive at the formula

B−1Aγ(B) = A0 + tmRHK ,n(A1) ∈ GLd(K∞[t]/(tm+1)).

In other words, with such a choice for B we have found a minimal generating set {x̂′i} for X
over L+

dR on which the action by our fixed γ is described by a matrix in GLd(K∞[t]/(tm+1))
Only finitely many elements of K∞ arises in this matrix, so for some big N this matrix
lies in GLd(KN [t]/(tm+1)). Thus, the continuous 1-cocycle map ΓK → GLd(L

+
dR/t

m+1L+
dR)

has restriction to the γZp that lands in GLd(KN [t]/(tm+1)) on the dense subset γZ. But
KN [t]/(tm+1) is closed in L+

dR/t
m+1L+

dR (with the complete KN -linear linear topology as its
subspace topology), as may be checked by working inside of B+

dR/t
m+1B+

dR and applying
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Lemma 15.2.2 and Lemma 4.4.12. Hence, the entire γZp is carried into GLd(KN [t]/(tm+1)),
so the γZp-orbit of the x̂′i’s is contained in a finitely generated KN [t]/(tm+1)-submodule of
X.

Since γZp has finite index in ΓK , we conclude that the ΓK-orbit of each x̂′i has finitely
generated KN [t]/(tm+1)-span. In particular, each x̂′i has ΓK-orbit contained in a finite-
dimensional K-vector space, so each x̂′i lies in Xf . This is a (minimal) generating set of
X over L+

dR that lies in Xf , so the injective map βX is also surjective. This completes our
treatment of the torsion case.

Observe also that since L+
dR is faithfully flat over K∞[[t]] and βX is an isomorphism in the

torsion case, the functor X  Xf from torsion objects in RepL+
dR

(ΓK) to torsion objects

in RepK∞[[t]](ΓK) is an exact (as exactness may be checked after faithfully flat extension of
scalars).

Step 4: general case. The general case is inferred from the torsion case via passage
to inverse limits, as follows. We defined Xf = lim←−(X/tmX)f , and the results in the torsion

case tell us that each K∞[t]/(tm)-module Ym := (X/tmX)f is finitely generated such that
Ym+1/t

mYm+1 ≃ Ym for all m > 1. Hence, by general principles in commutative algebra
(Exercise 15.5.7), the inverse limit Xf is finitely generated over K∞[[t]] with Xf/t

mXf ≃
Ym = (X/tmX)f for all m > 1. In particular, the mod-tm reduction of βX is identified with
βX/tmX for all m > 1, so these reductions are all isomorphisms of L+

dR-modules. Thus, βX is
an isomorphism in general.

The isomorphism property for βX in general lets us settle the topological assertions. First,
the K∞[[t]]-module topology on Xf is the subspace topology from the L+

dR-module topology
on L+

dR ⊗K∞[[t]] Xf (as the structure theorem for finitely generated modules lets us check
by reducing to cyclic modules, which we analyzed in Example 15.3.4). But βX is a linear
isomorphism over L+

dR so it is automatically a homeomorphism, and its restriction to Xf is
the canonical inclusion. This proves that the natural K∞[[t]]-module topology on Xf is the
same as its subspace topology from X, so in particular the continuity of the ΓK-action on
Xf is inherited from the continuity of the action on X. �

The following technical lemma on cocycles was used in the preceding proof. In the state-
ment we use the notation as in axiom (TS3) (which we proved in Sen’s situation; see Propo-
sition 14.1.7).

Lemma 15.3.9. Choose U, V ∈ Matd(K∞) such that v(U − 1) > c3 and v(V − 1) > c3, with
c3 as in (TS3). Choose n > n(GK) such that n > c3 and U, V ∈ Matd(Kn). For any m > 1
and any γ ∈ ΓK satsifying c3 < n(γ) 6 n, the map

f : Matd(K̂∞)→ Matd(K̂∞)

M 7→M − χ(γ)mUγ(M)V

restricts to a bijective self-map of the space of matrices whose entries lie in the kernel of the

projector RHK ,n : K̂∞ → Kn.

Note that the assumption on γ forces n(γ) > 0, so χ(γ) ∈ 1 + pZp.

Proof. Since RHK ,n is Kn-linear and ΓK-equivariant, and U and V have entries in Kn, the
image of the mapping f has matrix entries contained in the kernel XHK ,n of RHK ,n. Thus, f
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is a Kn-linear self-map of the Kn-Banach space of d× d matrices with entries in XHK ,n. We
can therefore try to use a contraction mapping argument (with the sup-norm on matrices),
which is what we now do.

To streamline the notation, we observe that f(M) = (1−γ)(M)+h(γ(M)) where h(N) =

N − χ(γ)mUNV for any N ∈ Matd(K̂∞) with entries in XHK ,n. For any N we have

h(N) = (N − χ(γ)mN) + χ(γ)m((N − UN) + UN(1− V ))

with v(U) = 0, so v(h(N)) > min{v((1 − χ(γ)r−1)N), v((U − 1)N), v(N(V − 1))}. Hence,
v(h(N)) > v(N) + δ where δ = min{n(γ), v(U − 1), v(V − 1)} > c3. But by (TS3) in Sen’s
situation (Proposition 14.1.7), the Kn-linear operator 1−γ on XHK ,n is bijective, so it suffices

to prove bijectivity for that the self-map f̃ = f ◦ (1 − γ)−1 on the space of matrices with
entries in XHK ,n.

Since f̃(N) = N + h(γ(1 − γ)−1(N)) and v((1 − γ)−1(N)) > v(N) − c3, we see that

v(f̃(N)−N) > v((1− γ)−1(N)) + δ > v(N) + δ − c3. As δ − c3 > 0, the K-linear operator

f̃ − id is a contraction mapping with sup-norm strictly less than 1. Hence, f̃ = id−(id−f̃)
is bijective thanks to the usual geometric series expansion and the K-Banach property of
XHK ,n relative to the sup-norm. �

We can now deduce the main result we have been after, together with a nice alternative
characterization of Xf .

Corollary 15.3.10. The functor RepL+
dR

(ΓK) → RepK∞[[t]](ΓK) defined by X  Xf is an

equivalence of abelian categories, with quasi-inverse given by Y  L+
dR ⊗K∞[[t]] Y . This

equivalence preserves ranks and invariant factors. In particular, Xf is exact in X.
Moreover, for any such X, the subset Xf is the directed union of the finitely generated

K∞[[t]]-submodules of X that are stable under the action of ΓK. In particular, all such
submodules have a continuous ΓK-action for their natural K∞[[t]]-module topology, and there
is one such submodule (namely, Xf) that contains all others.

Proof. The equivalence aspect is immediate from Theorem 15.3.8, coupled with Example
15.3.4 (to verify the quasi-inverse property relative to the scalar extension functor in the
opposite direction). In particular, Xf is exact in X.

It remains to show that any ΓK-stable finitely generated K∞[[t]]-submodule X ′
f of X is

contained in Xf . By the exactness of Xf in X, the image of Xf in X/tmX is (X/tmX)f , so
it suffices to check that the image of X ′

f in X/tmX is contained in (X/tmX)f for all m > 1
(as we have compatibly X = lim←−(X/tmX) and Xf = lim←−Xf/t

mXf = lim←−(X/tmX)f). This
reduces us to considering the case when X is a torsion object.

Say X is killed by tm for some m > 1, so X ′
f is a ΓK-stable finitely generated K∞[t]/(tm)-

submodule of the L+
dR/(t

m)-moduleX. We need to show that each element ofX ′
f has ΓK-orbit

contained in a finite-dimensional K-subspace of X (as then X ′
f ⊆ Xf , by the definition of

Xf).
Pick γ ∈ ΓK that topologically generates an open subgroup of the form Zp, and consider

the γ-action on X ′
f . If we pick a finite generating set x′1, . . . , x

′
N of X ′

f over K∞[t]/(tm) then
γ(x′j) =

∑
aijx

′
i for some aij ∈ K∞[t]/(tm). There are only finitely many aij , and each is

represented by a polynomial over K∞ with degree at most m − 1, so for some large n we
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have that aij ∈ Kn[t]/(t
m) for all i, j. Hence, the Kn[t]/(t

m)-span Y of the x′i’s is γ-stable
and hence γZ-stable. This is a finite-dimensional K-subspace of X; suppose for a moment
that it is closed in X, so it is γZp-stable. We would have then produced a finite-dimensional
K-subspace of X which contains a generating set of X ′

f and is stable under an open subgroup
Γ′ of ΓK . Applying a set of coset representatives of the finite set ΓK/Γ

′ would then provide
a ΓK-stable finite-dimensional K-subspace of X containing generators of X ′

f . That is, X ′
f is

generated over K∞[[t]] by a set of elements of Xf , so X ′
f ⊆ Xf as desired.

It now remains to check the closedness condition mentioned above, or more generally that
every finite-dimensional K-subspace of X is closed. Even better, we claim such a subspace
has its natural K-linear topology as the subspace topology, so closedness is forced by the
completeness of K. To check this claim about the subspace topology, it suffices to pass
to a larger finite-dimensional K-subspace of X. Since X is a direct sum of copies of L+

dR

or various quotients L+
dR/(t

m), we are reduced to checking that all finite-dimensional K-
subspaces of L+

dR and L+
dR/(t

m) (any m > 1) have the K-linear topology as their subspace
topology. By Lemma 15.2.2, it suffices to do the same with the abstract L+

dR replaced by the
more accessible B+

dR. This is Lemma 4.4.12. �

Theorem 15.3.11. The functor

RepK∞[[t]](ΓK)→ RepB+
dR

(GK)

Y  B+
dR⊗K∞[[t]]Y

is an equivalence of categories. A quasi-inverse is given by W  
(
WHK

)
f
.

Proof. This follows by combining the equivalences in Corollary 15.2.5 and Corollary 15.3.10.
�

15.4. Fontaine’s functor Ddif . The equivalence in Theorem 15.3.11 will create a link with
formal p-adic linear differential equations. Before explaining this, we make an important
topological observation. The mysterious “de Rham” topology on K∞[[t]] has done its work,
and now we want to forget about it and interpret the continuity condition in the definition
of RepK∞[[t]](ΓK) by using the product topology on K∞[[t]] via the valuation topology on K∞.
That is, for a finitely generated K∞[[t]]-module M , we wish to work with the topology on M
that is the inverse limit of the usual K∞-linear topologies on the finite-dimensional quotients
M/tmM (m > 1). Lemma 15.3.7 assures that this switch of topologies does not affect the
continuity condition on semilinear representations of ΓK ! So from now on we can and will
work with the more accessible topology that is a mixture of t-adic and K∞-linear topologies.

Remark 15.4.1. When we work with K∞-linear structures (such as certain connections be-
low), the only topology that will generally matter is the t-adic one, since modulo any power
of t our modules will become finite-dimensional over K∞ and hence continuity conditions
will be satisfied for K∞-linear structures.

To discuss differential equations, we need a suitable module of Kähler differentials for
K∞[[t]] over K∞ that accounts for the topology on K∞[[t]]:
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Lemma 15.4.2. Consider pairs (M, ∂) consisting of a finitely generated K∞[[t]]-module M
and a K∞-linear derivation ∂ : K∞[[t]]→M that is continuous relative to the natural topology
on finitely generated K∞[[t]]-modules.

Among such pairs there is an initial one (Ω1
K∞[[t]]/K∞

, d), and it is free of rank 1 on the

basis dt, with df = f ′dt.

By Remark 15.4.1 (or the proof below), nothing would be affected if we worked just with
the t-adic topology and ignored the valuation topology onK∞. When thinking in such purely

algebraic terms, for which K∞ can be an arbitrary field F , we write Ω̂1
F [[t]]/F instead.

Proof. The content of the lemma is that ∂(f) = f ′∂(t) and that the value of ∂(t) may be
assigned arbitrarily. Since the topology on M is the inverse limit of the linear topologies on
the M/(tm)’s, it suffices to treat the case when M is torsion. In this case even algebraically
we have the existence and uniqueness, so the only issue is to check that for any v ∈ M the
K∞-linear derivation f 7→ f ′v is actually a continuous map. This map kills (tm+1), so it
factors through a linear map between finite-dimensional K∞-vector spaces, and such maps
are always continuous for the linear topology. �

The following variants on Ω1
K∞[[t]]/K∞

will be more useful for our purposes.

Definition 15.4.3. The module of meromorphic Kähler differentials is

Ω1
K∞((t))/K∞

:= K∞((t))⊗K∞[[t]] Ω
1
K∞[[t]]/K∞

= (Ω1
K∞[[t]]/K∞

)[1/t]

equipped with d : K∞((t)) → Ω1
K∞((t))/K∞

defined by unique localization extension of the
universal derivation.

The module of logarithmic Kähler differentials is Ω+ = t−1·Ω1
K∞[[t]]/K∞

inside of Ω1
K∞((t))/K∞

,

equipped with the natural map d : K∞[[t]]→ Ω+.

Observe that Ω+ is a finitely generated K∞[[t]]-module (even free of rank 1 with basis dt/t),
so it has a natural topology that mixes the t-adic topology and the valuation topology on
K∞. On the other hand, Ω1

K∞((t))/K∞
does not have a topology of this sort, but it has a useful

t-adic topology.
The above modules of differentials will allow us to define various notions of “module

with connection”. The motivation for bringing (the algebraic theory of) connections into
the picture comes from the correspondence in differential geometry between monodromy
representations of topological fundamental groups and vector bundles equipped with a flat
connection.

Definition 15.4.4. Let F be a field of characteristic 0. A logarithmic connection on a
finitely generated F [[t]]-module M is an F -linear map

∇ : M →M ⊗F [[t]] (t
−1Ω̂1

F [[t]]/F ) = M
dt

t

that is continuous relative to the t-adic topology and satisfies the Leibniz Rule: ∇(λm) =
m⊗ dλ+ λ∇(m) for all λ ∈ F [[t]] and m ∈M .
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A meromorphic connection on a finite-dimensional F ((t))-vector space V is an F -linear
map ∇ : V → V ⊗F ((t)) Ω1

F ((t))/F that is continuous relative to the natural topology of finite-

dimensional F ((t))-vector spaces and satisfies the Leibniz Rule ∇(λv) = v ⊗ dλ+ λ∇(v) for
all λ ∈ F ((t)) and v ∈ V .

The “logarithmic” aspect refers to the appearance of dt/t (“d(log t)”) in the definition.
The analogous definition without allowing the simple pole at t will not be useful for our
purposes.

Beware that although the pairs (M,∇) or either logarithmic or meromorphic type form
an F -linear abelian category, one cannot form general F -linear combinations in connections:
such combinations generally ruin the Leibniz Rule (look at the m ⊗ dλ term), unless the
coefficients of the linear combination add up to 1.

Let us make the above notions of connection more explicit. First consider the logarithmic
case. We may uniquely write ∇(m) = ∇0(m) ⊗ (d t/t) with ∇0(m) ∈ M that depends
F -linearly on m. The necessary and sufficient conditions on ∇0 : M → M are that it is
continuous and F -linear and satisfies ∇0(λm) = t(dλ/d t)m + λ∇0(m) for all m ∈ M and
λ ∈ F [[t]]. In other words, ∇0 : M → M is a derivation over the derivation t · d/dt on the
coefficient ring F [[t]]. When M is finite and free, such connections can be described even more
explicitly; see Exercise 15.5.8. In the meromorphic case we write ∇ = ∇0 ⊗ dt instead, and
the condition is that ∇0 : V → V is F -linear, continuous, and satisfies ∇0(fv) = f ′v+f∇(v)
for all f ∈ F ((t)) and v ∈ V .

One good feature of logarithmic connections is that ∇0(t
rM) ⊆ trM for any r > 1. (In

the non-logarithmic case over F [[t]] with ∇ = ∇0⊗dt we would only have ∇0(t
rM) ⊆ tr−1M ,

which is sometimes not good enough.) Hence, logarithmic ∇’s are rather nicely-behaved
with respect to t-adic considerations. For example, if ∇ is a logarithmic connection on M
then for any n > 1 there is a well-defined logarithmic connection on M/tnM satisfying
m mod tnM 7→ ∇(m) mod tnM . This collection of connections for all n > 1 uniquely
determines ∇, and so allows us to reduce to some problems to the case of torsion M .

Now the Sen operator works its magic:

Proposition 15.4.5. For any M ∈ RepK∞[[t]](ΓK) there exists a unique connection ∇M :

M → M ⊗K∞[[t]] Ω
+ such that for all r > 1 and all v ∈M , we have

γ(v) ≡ exp(log(χ(γ)) · ∇M,0)(v) mod trM

for all γ in an open subgroup ΓK,r,v ⊆ ΓK, where ∇M,0 : M → M is the K∞-linear map for
which ∇ = ∇0 ⊗ dt/t.

The congruential criterion makes sense since logarithmic connections are compatible with
reduction modulo tr for any r > 1, and the exponentiation makes sense since ∇M,0 mod trM
is a K∞-linear endomorphism of the finite-dimensional K∞-vector space M/trM .

Proof. Since logarithmic connections are compatible with reduction mod tm for any m > 1,
to prove the existence and uniqueness it suffices to treat the case when M is a torsion
object. Thus, M is a finitely generated K∞[t]/(tm)-module for some m > 1, so its topology
when viewed in RepK∞[[t]](ΓK) is its linear topology. That is, the ΓK-action is continuous
relative to the linear topology on M as a finite-dimensional K∞-vector space. Hence, we
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may also view M as an object in RepK∞
(ΓK), and so as such it admits (by Theorem 15.1.7)

a unique K∞-linear Sen operator Θ : M → M such that for all v ∈ M there is an identity
γ(v) = exp(log(χ(γ))Θ)(v) in M for γ ∈ ΓK sufficiently near 1 (depending on v).

The conditions being imposed on the connection modulo trM for all r > 1 need only be
checked for large r, and so by taking r = m the condition on ∇M,0 is that for each v ∈ M
there is an open subgroup ΓK,v in ΓK such that

γ(v) = exp(log(χ(γ))∇M,0)(v)

in M for all γ sufficiently near 1 (depending on v). By differentiation, the only possibility
for the K∞-linear map ∇M,0 : M → M is that it is Θ. Hence, the uniqueness is settled
and for existence we have to prove that the Sen operator is a derivation over t · d / d t. In
effect, when there is semilinearity of the ΓK-action relative to a K∞[t]/(tm)-module structure
(where γ(t) = χ(γ)·t) we need to understand how the Sen operator interacts with the module
structure.

That is, for λ ∈ K∞[t]/(tm) and v ∈M we want Θ(λv) = tλ′v+λΘ(v), where λ′ := dλ/dt.
By K∞-linearity it suffices to check this for a monomial λ = te with 0 6 e < m, and the case
e = 0 is trivial. For e > 1 the desired formula is

Θ(tev)
?
= etev + teΘ(v),

and if this holds for all v ∈M with e = 1 then by a straightforward induction on e we would
get the desired formula in general.

It now remains to prove that Θ(tv) = t(v + Θ(v)) for all v ∈ M . We plug into the limit
formula (15.1.3): for any v ∈M ,

Θ(tv) = lim
γ→1

γ(tv)− tv
log(χ(γ))

= lim
γ→1

χ(γ)− 1

log(χ(γ))
· tγ(v) + t lim

γ→1

γ(v)− v
log(χ(γ))

= tv + tΘ(v),

where the final step uses the continuity of the ΓK-action (to infer that γ(v) → v in M as
γ → 1 in ΓK). �

Thanks to Proposition 15.4.5, the additive and K-linear functor M  (M,∇M) from
RepK∞[[t]](ΓK) to the category of finitely generated K∞[[t]]-modules equipped with a logarith-
mic connection is visibly exact and faithful.

Inspired by the theory of coherent sheaves in algebraic geometry, we regard a finitely
generated K∞[[t]]-module M as analogous to a family of finite-dimensional K∞-vector spaces
parameterized by a small open disk centered at the origin, with M/tM being the fiber
over the origin. We view a logarithmic connection ∇ on M as analogous to a system of
first-order linear ordinary differential equations (see Exercise 15.5.8), and the kernel M∇=0

of the connection (or equivalently, the kernel of the associated K∞-linear endomorphism
∇0 : M → M) as analogous to the global solutions to the differential equations. This
“solution space” is a K∞-subspace of M , and it is not obvious just from the definitions if it
is finite-dimensional in general. Experience from the theory of ordinary differential equations
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suggests asking if this solution space has dimension at most that of a “generic fiber” (solution
to an ODE is determined by its initial conditions).

For the connections arising above from ΓK-representations, things work out very nicely:

Proposition 15.4.6. For any Y ∈ RepK∞[[t]](ΓK) the K∞-vector space Y ∇Y =0 is finite-
dimensional there is an equality

K∞ ⊗K Y ΓK = Y ∇Y =0

inside of Y . In particular, dimK(Y ΓK ) is finite. Moreover:

(1) If Y is free as a K∞[[t]]-module then dimK(Y ΓK ) 6 dimK∞
(Y/tY ).

(2) For Y1, Y2 ∈ RepK∞[[t]](ΓK),

K∞ ⊗K HomRepK∞[[t]](ΓK )(Y1, Y2)≃HomRK∞

(
(Y1,∇Y1), (Y2,∇Y2)

)
,

where RK∞
is the category of finitely generated K∞[[t]]-modules equipped with a loga-

rithmic connection. If Y1 and Y2 are free as K∞[[t]]-modules then

dimK

(
HomRepK∞[[t]](ΓK)(Y1, Y2)

)
6 dimK∞

(Y1/tY1) dimK∞
(Y2/tY2).

(3) For Y1, Y2 ∈ RepK∞[[t]](ΓK), they are isomorphic if and only if (Y1,∇Y1) and (Y2,∇Y2)
are isomorphic as finitely generated K∞[[t]]-modules equipped with a logarithmic con-
nection.

Proof. Let Yr = Y/trY with r > 1. Since ∇Yr,0 is the Sen operator of Yr ∈ RepK∞
(ΓK), it

follows from Corollary 15.1.10(2) that the natural map K∞⊗K Y ΓK
r → ker(∇Yr,0) is bijective.

For fixed n > 1, we have

lim←−
r

(Kn ⊗K Y ΓK
r ) = Kn ⊗K lim←−

r

Y ΓK
r = Kn ⊗K Y ΓK

(we have to work with Kn rather than K∞ to justify passing the scalar extension through the

inverse limit), and by left-exactness considerations we have lim←−r Y
∇Yr =0
r = Y ∇Y =0. Hence,

we get an injection Kn ⊗K Y ΓK ⊆ Y ∇Y =0 inside of Y . Passing to the direct limit on n, we
get

(15.4.1) K∞ ⊗K Y ΓK ⊆ Y ∇Y =0.

Before we prove this is always an equality (as have been established in the torsion case),
we prove that dimK Y

ΓK is always finite. For this, by (15.4.1) it suffices to show that Y ∇Y =0

has finite K∞-dimension. Consider the canonical short exact sequence

0→ Y ′ → Y → Y ′′ → 0

with Y ′ = Ytor the torsion submodule and Y ′′ its maximal K∞[[t]]-free quotient. From the
Leibniz rule we see that ∇Y,0 preserves the torsion submodule, so for the finiteness of the
K∞-dimension of Y ∇Y =0 it suffices to separately treat the torsion and free cases. The torsion
case is trivial since then even dimK∞

Y is finite. When Y is a finite free K∞[[t]]-module, we
claim that dimK∞

Y ∇Y =0 is bounded above by the rank of Y over K∞[[t]]. More precisely,
upon inverting t we can apply:
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Lemma 15.4.7. For any field F of characteristic 0 and any finite-dimensional F ((t))-vector
space V equipped with a meromorphic connection ∇, the natural map

F ((t))⊗F M∇=0 →M [1/t]

is injective.

Proof. Consider a nonzero element of the kernel (if one exists) admitting a minimal-length
expression

∑
fi ⊗ vi in elementary tensors. In particular, the fi’s are nonzero and the vi’s

are linearly independent over K∞. We may and do scale so that f1 = 1. Applying ∇V,0 then
gives

0 =
∑

(f ′
ivi + fi∇V,0(vi)) =

∑
f ′
ivi

since all ∇V,0(vi) = 0. But f ′
1 = 0, so by minimality of the dependence relation we must have

f ′
i = 0 for all i. As we are in characteristic 0, this forces all fi ∈ K∞. Hence, the relation
v1 = −∑i>1 fivi is a nontrivial linear dependence relation over K∞, a contradiction. �

We now know that Y ΓK is always finite-dimensional over K, and also we have Y ΓK =
lim←−Y

ΓK
r with the Y ΓK

r ’s all of finite K-dimension (at most dimK∞
Yr), so by a Mittag-Leffler

argument we get some big N such that for all sufficiently large r, the natural map

Y ΓK → image(Y ΓK
r+N → Y ΓK

r )

is a K-linear isomorphism. Extending scalars to K∞ then gives that

K∞ ⊗K Y ΓK ≃ image(K∞ ⊗K Y ΓK
r+N → K∞ ⊗K Y ΓK

r ).

But we already know that K∞ ⊗K Y ΓK
r = Y ∇Y =0

r for all r since all Yr are torsion objects, so

K∞ ⊗K Y ΓK ≃ image(Y ∇Y =0
r+N → Y ∇Y =0

r )

for all large r.
The identification of these latter images (for large r) with the common space K∞⊗K Y ΓK

shows that for sufficiently large r, the transition map Yr+1 → Yr induces an isomorphism

K∞ ⊗K Y ΓK
r+1 → K∞ ⊗K Y ΓK

r

Hence, these image spaces are all compatibly isomorphic to lim←−Y
∇Y =0
r = Y ∇Y =0, so the

injective map K∞⊗K Y ΓK →֒ Y ∇Y =0 must be an isomorphism. In the special case that Y is
a free K∞[[t]]-module, Lemma 15.4.7 ensures that dimK∞

(Y ∇Y =0) is at most the rank of Y ,
which is dimK∞

(Y/tY ). This proves part (1).
It remains to prove (2) and (3). For (2) we just apply the above conclusions to Y :=

HomK∞[[t]](Y1, Y2) ∈ RepK∞[[t]](ΓK), which is endowed with a logarithmic connection in the
habitual manner akin to what we have already seen for monodromy operators: ∇Y (f) =
∇Y2 ◦ f − (f ⊗ 1) ◦ ∇Y1 for f ∈ Y . We compute that Y ΓK = HomRepK∞[[t]](ΓK )(Y1, Y2) and

Y ∇Y =0 = HomRK∞

(
(Y1,∇Y1), (Y2,∇Y2)

)
, and the natural equality between K∞⊗K Y ΓK and

Y ∇Y =0 inside of Y translates into the desired natural map relating Hom-spaces. Thus, (2)
is proved.

To prove (3) we cannot apply the inverse limit method to reduce to the torsion case since
we cannot ensure the isomorphisms to be constructed (by the method of proof of Proposition
15.1.13) are compatible with change in torsion level. In general necessity is obvious, so we
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just have to show that if HomRK∞

(
(Y1,∇Y1), (Y2,∇Y2)

)
contains an isomorphism, then Y1

and Y2 are isomorphic in RepK∞[[t]](ΓK), Let {x1, . . . , xd} and {y1, . . . , yd′} be minimal K∞[[t]]-
module generating sets of Y1 and Y2 respectively. Since Y1 and Y2 are isomorphic as modules
with connection, so in particular as K∞[[t]]-modules, necessarily d′ = d and a K∞[[t]]-linear
map f : Y1 → Y2 is an isomorphism if and only if its reduction f modulo t is an isomorphism.

Let {f1, . . . , fn} be a K-basis of HomRepK∞[[t]](ΓK)(Y1, Y2), and let

f i ∈ HomK∞
(Y1/tY1, Y2/tY2)

be the reduction of fi modulo t. Using the bases {xj mod tY1} and {yi mod tY2}, each f i is
described by a d× d matrix over K∞. By (2), {f1, . . . , fn} is a K∞-basis of

HomRK∞

(
(Y1,∇Y1), (Y2,∇Y2)

)
,

but this latter Hom-space contains an isomorphism. Hence, there exist λ1, . . . , λn ∈ K∞ such
that det(λ1f 1 + · · ·+λnfn) 6= 0. This implies that the polynomial det(X1f 1 + · · ·+Xnfn) ∈
K∞[X1, . . . , Xn] is non zero.

As K is infinite, there exist µ1, . . . , µn ∈ K such that det(f) 6= 0 where f = µ1f1 + · · ·+
µnfn. But f ∈ HomRepK∞[[t]](ΓK)(Y1, Y2), so f is an isomorphism in RepK∞[[t]](ΓK). �

We now pass to the situation with BdR = B+
dR[1/t] rather than B+

dR, and likewise work
with K∞((t)) rather than K∞[[t]]. This amounts to inverting t in the preceding theory, so we
will work with the following “isogeny categories”:

Definition 15.4.8. The category RepBdR
(GK) is the t-isogeny category of RepB+

dR
(GK),

which is to say that it consists of finite-dimensional BdR-semilinear representations of GK

for which there is a GK-stable B+
dR-lattice on which the GK-action is continuous relative to

the natural topology of the lattice as a finite free B+
dR-module. (All GK-stable B+

dR-lattices
have the continuity property if one does, as we see by t-power scaling.)

The category RepK∞((t))(ΓK) is defined similarly, using K∞[[t]] in place of B+
dR.

Example 15.4.9. For V ∈ RepQp
(GK), we have BdR⊗QV ∈ RepBdR

(GK) since it is (B+
dR⊗Qp

V )[1/t].

We also will work with the subring LdR = BHK
dR = (B+

dR)HK [1/t[= L+
dR[1/t], and we define

RepLdR
(ΓK) exactly as we defined RepBdR

(GK) above. For X ∈ RepLdR
(GK), we denote by

Xf the union of its K∞[[t]]-submodules that are finitely generated and stable under the action
of ΓK . (This is inspired by the second half of Corollary 15.3.10.)

By combining Corollary 15.3.10 and Theorem 15.3.11, upon inverting t we obtain:

Theorem 15.4.10. The functor

RepK∞((t))(ΓK)→ RepBdR
(GK)

Y  BdR⊗K∞((t))Y

is an equivalence of categories. A quasi-inverse is given by W 7→
(
WHK

)
f
.

Definition 15.4.11. A meromorphic connection ∇ on a finite-dimensional K∞((t))-vector
space V is regular if there exists a K∞[[t]]-lattice M ⊆ V (called a regular lattice) that is
stable under ∇0, which is to say that ∇ restricts to a logarithmic connection on M .
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We say that a module with meromorphic connection (M,∇) over K∞((t)) is trivial (or
that ∇ is flat) when the natural injective map K∞((t)) ⊗K M∇=0 →֒ M is an isomorphism.
(Equivalently, dimKM

∇=0 = dimK∞((t)) M .)
Upon inverting t, Proposition 15.4.5 now implies:

Proposition 15.4.12. Choose Y ∈ RepK∞((t))(ΓK). There exists a unique regular connection

∇Y = ∇Y,0 ⊗ dt
t

: Y → Y ⊗K∞((t)) Ω1
K∞((t))/K∞

such that for all regular lattices Y in Y , all

r > 1, and all v ∈ Y, there exists an open subgroup ΓK,r,v ⊂ ΓK such that

γ(v) ≡ exp(log(χ(γ)) · ∇Y,0)(y) mod trY

We thus have an additive and K-linear functor

RepK∞((t))(ΓK)→ RK∞,t

Y 7→ (Y,∇Y )

Moreover, upon inverting t, Proposition 15.4.6 implies:

Proposition 15.4.13. (1) If Y ∈ RepK∞((t))(ΓK), then K∞ ⊗K Y ΓK ≃Y ∇Y =0.
(2) If Y1, Y2 ∈ RepK∞((t))(ΓK), then

K∞ ⊗K HomRepK∞((t))(ΓK)(Y1, Y2)≃HomRK∞,t

(
(Y1,∇Y1), (Y2,∇Y2)

)
.

(3) If Y1, Y2 ∈ RepK∞((t))(ΓK), then Y1 and Y2 are isomorphic if and only if (Y1,∇Y1) and
(Y2,∇Y2) are isomorphic in RK∞,t.

Definition 15.4.14. For V ∈ RepQp
(GK), we define Ddif(V ) ∈ RK∞,t to be the object

associated to the canonical K∞((t))-descent of (BdR ⊗Qp V )HK ∈ RepLdR
(ΓK).

Fontaine’s main result linking de Rham representations and differential equations is ex-
pressed in terms of the functor

Ddif : RepQp
(GK)→ RK∞,t

as follows:

Proposition 15.4.15. For any V ∈ RepQp
(GK), V is de Rham if and only if the meromor-

phic connection on Ddif(V ) is flat.

Proof. The p-adic representation V of GK is de Rham if and only if the BdR-representation
BdR⊗Qp

V is isomorphic to Bd
dR compatibly with the BdR-module structure and GK-actions.

By Proposition 15.4.13(3), this is equivalent to the flatness of the connection on Ddif(V ). �

The equivalence in Proposition 15.4.15 opens up a whole new body of techniques (centered
on p-adic differential equations), provided we can show that the differential equations arising
from p-adic representations are not merely formal, but actually convergent on some open
disk (centered at 0). This convergence property is one of the aims of §16.
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15.5. Exercises.

Exercise 15.5.1. Let ψ : GK → Z×
p be a continuous infinitely ramified character, with K a

p-adic field. We consider the associated functor DSen on RepCK
(GK).

(1) Let W = CK(ψr) with r ∈ Z. Prove that DSen(W ) is the canonical copy of K∞(ψr)
inside of W .

(2) What if W = CK(ψ2(p−1)s) for s ∈ Zp − Z? (Note that ψ2(p−1) is valued in 1 + pZp,
so raising it to a p-adic exponent makes sense.)

(3) Suppose instead that W = CK(η) for a character η : GK → Z×
p of finite order. Show

that if η factors through Γ then DSen(W ) is the canonical K∞(η), but that this is
false otherwise. Can you describe a nice K∞-spanning vector of DSen(W ) in these
other cases?

Exercise 15.5.2. This exercise addresses how DSen behaves under finite extension onK within
K. Thus, to avoid ambiguity, for W ∈ RepCK

(GK) let us now write DSen,K(W ) rather than
DSen(W ).

For a finite extension K ′/K inside of K, we can view W in RepCK
(GK ′). Using ψ|GK′

and Γ′ = Gal(K ′
∞/K

′) thereby gives an object DSen,K ′(W ) ∈ RepK ′
∞

(Γ′) that is naturally
a K ′

∞-structure on the CK-vector space W (compatibly with GK ′-actions). Prove that
K ′ ⊗K DSen,K(W ) = DSen,K ′(W ) inside of W .

Exercise 15.5.3. Choose W ∈ RepCK
(GK) and let D = DSen(W ) ∈ RepK∞

(Γ). Let ΘD :
D → D be the corresponding Sen operator.

(1) Prove that a subspace of W ′ ⊆W is stable under some open subgroup of GK if and
only if W ′ is stable under ΘD. (Why does the analogy with Lie group representations
make this plausible?) Deduce thatW is semisimple as a CK-semilinear representation
of GK if and only if ΘD is a semisimple operator on DSen(W ). Keep in mind that the
GK-action here is CK-semilinear rather than CK-linear.

(By Theorem 2.2.7 we have H1(GK ,CK) 6= 0, which is to say that there exists
a 2-dimensional W which is a non-split extension of CK by CK , and ΘDSen(W ) is a
nonzero nilpotent operator for such W .)

(2) The operator ΘD depends on the initial choice of infinitely ramified character ψ :
GK → Z×

p that got the theory started. Using (15.1.3), show that twisting ψ by a
finite-order character of Γ has no effect on the Sen operator, so by twisting away the
Teichmüller factor we now suppose that ψ is valued in 1 + pZp (so ψs makes sense
for any s ∈ OCK

, though it is valued in Z×
p only for s ∈ Zp).

Prove that s ∈ OCK
is an eigenvalue of ΘD if and only if CK(ψs) occurs as a

subobject of W . (Keep in mind that (15.1.3) only holds for γ near 1.) How about
generalized eigenspaces?

(3) Writing ΘD,ψ to record the dependence on ψ, how is ΘD,ψs related to ΘD,ψ for nonzero
s ∈ Zp?

Exercise 15.5.4. Choose W ∈ RepCK
(GK) and let D = DSen(W ) ∈ RepK∞

(Γ) (so W =
CK ⊗K∞

D). Let ΘD : D → D be the Sen operator.
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(1) Using scalar extension we get a CK-linear endomorphism (ΘD)CK
of W . In general

this is hard to describe (e.g., no analogue of (15.1.3), even over K̂∞). But show that
its kernel is WGK .

(2) Prove that if W is a direct sum of copies of CK(ψr) if and only if ΘD = r · idD.
(3) Using functorial properties of DSen and ΘD, deduce that W is a direct sum of copies

of CK(ψri)’s with various ri ∈ Z if and only if ΘD is semisimple with all eigenvalues
equal to integers. Taking ψ to be the p-adic cyclotomic character, this characterizes
when W is Hodge–Tate.

Exercise 15.5.5. For V ∈ RepQp
(GK), define D+

dR(V ) = (B+
dR ⊗Qp V )GK ⊆ DdR(V ). Prove

that this inclusion is an equality if V has no Hodge–Tate weights > 0, and that in such cases
V is de Rham if and only if the natural comparison map

B+
dR ⊗K DdR(V )→ B+

dR ⊗Qp V

is an isomorphism. (Beware that B+
dR is not (Qp, GK)-regular: the line Qpt is GK-stable and

t is not a unit in B+
dR.)

Exercise 15.5.6. Here are some topological exercises, the first of which should give you more
appreciation for the other parts.

(1) Choose a compatible system {ζpn}n>0 of primitive pnth roots of unity, and let ε =
(ζpn mod pOCK

)n>0 ∈ R. Observe that ε1/pm
= (ζpn+m mod pOCK

)n>0 for all m > 0.
Let t = log[ε] as usual.

Prove that in B+
dR,

[ε1/pm

] = ζpm exp(t/pm)

for all m > 0, where exp has the usual meaning as on any complete discrete valuation
ring of residue characteristic 0. Also show that pm[ε1/p2m

] → 0 in B+
dR, and by

expanding the exponential to order t2 deduce that ζpmt→ 0 in K∞[[t]]/t2K∞[[t]] using
the subspace topology from L+

dR/t
2L+

dR. Deduce that this subspace topology is not the
natural topology as a 2-dimensional vector space over the valued field K∞, and that
the subspace topology on the subfield of constants K∞ is not its valuation topology!

(2) Carry out the verification of Lemma 15.3.3.
(3) Prove that K∞[[t]] is a dense subring of L+

dR (thereby justifying that we view it as a
decompletion of L+

dR).

Exercise 15.5.7. The following two useful assertions in commutative algebra were used in the
proof of Theorem 15.3.8.

(1) Let A → A′ be a faithfully flat map of commutative rings, and M an A-module. If
M ′ := A′ ⊗A M is finitely generated as an A′-module, prove that M is finitely gen-
erated as an A-module. (Hint: express M as the direct limit of its finitely generated
A-submodules.) Give a counterexample if faithful flatness is relaxed to flatness.

(2) Let A be a noetherian ring that is separated and complete for the topology defined
by an ideal I. (An important example is a complete local noetherian ring, with I the
maximal ideal.) Let An = A/In+1 for n > 0, and let {Mn} be an inverse system of
modules over the inverse system {An} such that the natural map Mn+1/I

n+1Mn+1 →
Mn is an isomorphism for all n > 0. Prove that M = lim←−Mn is a finitely generated
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A-module and that the natural map M/In+1M → Mn is an isomorphism for all n.
Feel free to restrict attention to the case when A is a discrete valuation ring with
maximal ideal I, as this is the case relevant to the proof of Theorem 15.3.8.

Exercise 15.5.8. Let M be a finite free K∞[[t]]-module, and let e = {e1, . . . , en} be a basis.
Consider a general logarithmic connection ∇ on M , so ∇(ej) =

∑
k Γkjek ⊗ dt for some

Γkj ∈ K∞((t)) with at worst simple poles. These Γkj ’s are called the Christoffel symbols of the
connection, and they depend on the basis e. (If we were working over a higher-dimensional
base with parameters {ti} then the formula would be ∇(ej) =

∑
k Γkijek ⊗ dti, but in our

present circumstances we only have i = 1 and so drop it from the notation.)

(1) For f1, . . . , fn ∈ K∞[[t]], compute a formula for ∇(
∑
fjej) in terms of the Christoffel

symbols, the fj ’s, and the derivatives of the fj ’s.
(2) Compute the formula for how the Christoffel symbols transform under a change of

basis on M . (It could get quite messy, and is never needed below, but is worth a try.)

16. Overconvergence of p-adic representations (to be added in!)
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New York, 1972-3.
[27] K. Kedlaya, A p-adic local monodromy theorem, Annals of Math. 160 (1), 2004, pp. 93–184.
[28] K. Kedlaya, Frobenius modules and de Jong’s theorem, Math. Research Letters 12 (2-3), 2005, pp.

303–320.
[29] K. Kedlaya, “Slope filtrations for relative Frobenius” in Représentations p-adiques de groupes p-adiques

I : représentations galoisiennes et (ϕ, Γ)-modules, Astérisque 319 (2008), pp. 259–301.
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